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Abstract: Finding pairs of entities from two different knowledge graphs that reflect the same real-
world object is the purpose of entity alignment for knowledge graphs. In recent years, techniques
that use entity alignment for knowledge fusion have received widespread attention. In this article,
we suggest a method for entity alignment using truncated negative sampling with attribute character
embedding. The method mainly makes use of the relationship and attribute data in heterogeneous
knowledge graphs to fulfil the entity alignment task. Firstly, the framework uses relationship
mapping to unify the namespace of heterogeneous relationships. Secondly, the attribute character
embeddings are generated using the attribute triples in the knowledge graph to unify the embedding
space of heterogeneous entities. Then, the entity similarity between heterogeneous knowledge
graphs is captured by structural embedding. Next, to learn more useful semantic information during
negative sampling, the framework adopts a truncated negative sampling strategy to increase the
generalizability of the model. The negative sampling procedure employs targets with high similarity
to the target entity as negative sample targets. Finally, we performed comparison tests on two well-
known real-world datasets, and the outcomes demonstrate that the proposed model outperforms
three other representative advanced approaches, especially with an over 10% improvement in the
Hits@k metric compared to the baseline method.

Keywords: knowledge graph; entity alignment; representation learning; character embedding

1. Introduction

Knowledge graphs, which store human knowledge in a structured way, play an in-
creasingly important role in artificial intelligence and natural language processing. Typical
KGs represent a piece of knowledge in the form of a triple, namely (head entity, relation,
tail entity) or (h, r, t) [1]. Large-scale KGs have developed rapidly in recent years, such
as Freebase [2], DBpedia [3], Wikidata [4], Probase [5], YAGO [6–8], and NELL [9]. These
KGs, which are widely utilized in applications such as knowledge question answering
and knowledge reasoning, provide structural information about entities and relations in
the world.

However, most of the existing knowledge graphs are developed separately for dif-
ferent needs and purposes, which inevitably results in heterogeneity in the data of these
knowledge graphs, and their content is also complementary. Integrating heterogeneous
and complementary knowledge into a more powerful and comprehensive knowledge base
is an urgent and feasible task. To effectively support knowledge-driven applications, entity
alignment consolidates complementary knowledge from disparate knowledge graphs.

Identifying pairs of entities in heterogeneous knowledge graphs that represent the
same real-world objects is the key to entity alignment. In this paper, we focus on entity
alignment between two knowledge graphs, and most of the research is based on storing
entity data in the form of RDF triples. An RDF triple is composed of three elements, subject,
predicate/relation, and object, where the subject represents an entity and the object can
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be either an entity or a character. The triple is labelled as a relation triple if the object is
an entity, and an attribute triple if the object is a character. Figure 1 shows RDF triples for
two knowledge graphs, G1 and G2 (the prefixes “Wiki” and “DBP” are simplified original
URIs). Entity ‘Wiki: Q36687’ and entity ‘DBP: Victoria’ are aligned entities in heterogeneous
knowledge graphs, and relationships can be unified through relation mapping. Then, the
complementary knowledge of heterogeneous entities can be fused, as shown in G1_2 in
the figure.
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The original studies of entity alignment relied on similarities in the attributes of the
entities. These techniques mainly rely on manually created comparison criteria. However,
the same entity in different heterogeneous knowledge graphs may have different property
names, and different entities may require a comparison of different entity properties.
Therefore, methods relying on manually defined rules are prone to errors and difficult
to implement.

Recent years have seen the development of embedding-based entity alignment models,
such as TransE [1]. This model learns entity embeddings by using relationship triples in
the knowledge graph to measure the knowledge graph’s elements’ semantic similarity.
Embedding-based models require the embeddings from two graphs to fall into the same
vector space for KG embeddings to be suitable for entity alignment between two graphs.
To solve this problem, MTransE [10] encodes entities and relationships separately in their
own embedding space and provides a transformation matrix for vector space conversion,
but this method may result in information loss during space transformation. The validity
and quantity of seed entity pairs is critical to these techniques, and the very limited number
of seed entities currently available in heterogeneous knowledge graphs and their quality is
difficult to guarantee, requiring significant manual effort to obtain.

As far as we know, there are numerous attribute triples in the knowledge graph that
contain potential semantic information. This latent semantic information can better model
the knowledge graph and is useful for capturing similarities. Existing approaches do not
make good use of attribute triples. This paper’s approach uses attribute triples to generate
attribute character embeddings to mine potential semantic information, which can better
capture similarity.

This paper suggests embedding two knowledge graphs into a single vector space
by learning the attribute embeddings from the attribute triples. Entity embeddings can
capture the entity similarities between two knowledge graphs since the similarities between
characteristics in the two graphs can create a single vector space for the two graphs. To
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ensure that the relationships in the two graphs may be embedded into a single vector space,
the model contains a relation mapping module that renames relationships in two graphs
using a uniform naming strategy.

This paper makes many contributions, such as (1) proposing an entity alignment
method that includes relation mapping, embedding learning, and entity alignment;
(2) solving the issue of inconsistent vector space by using entity attribute character embed-
dings; and (3) improving generalization ability through the use of truncated
negative sampling.

2. Related Work
2.1. Entity Alignment Based on Semantic Matching

By comparing the latent semantics of entities with the relationships reflected in vector
space representations, semantic matching models utilize similarity-based scoring functions
to gauge the rationality of facts. RESCAL [11] was the earliest semantic matching model,
and its representation learning process is generally completed through tensor decomposi-
tion. RESCAL models the relationship (r) as a matrix (Mr) to capture pairwise interactions
between latent factors of entities. SimplE [12] restricts the relationship matrix (Mr) to a
diagonal matrix and emphasizes that the roles played by the entity (e), as the subject and
object in the triple should be distinguished. SimplE encodes two embedding vectors, eh
and et, for each entity (e), corresponding to the head entity and tail entity used in the
entity triple, respectively. CrossE [13] believes that bidirectional effects between entities
and relationships help select relevant information in link prediction; therefore, in addition
to learning universal embeddings for each entity and relationship, CrossE also learns addi-
tional embedding (cr) for each relationship (r) to model bidirectional interactions between
entities and relationships. According to RotatE [14], which can model and infer different
relationship patterns, relationships are described as rotation changes in complex space.
MuRP [15] points out that the relationships between entities have a hierarchy and modelled
entities in hyperbolic space. HAKE [16] believes that polar coordinates are more suitable
for representing the semantic hierarchy of entities and represent each entity as a modulus
and phase. Entity alignment, which is based on semantic matching, models the entities and
relationships in a knowledge graph by learning its structural information, but the entity
attributes, which contain a significant amount of semantic information, have not been
fully exploited.

2.2. Entity Alignment Based on Representation Learning

In recent years, research on knowledge graph link prediction has improved consid-
erably in the use of knowledge graph embedding techniques. The aim of this kind of
operation is prediction, discovering entities and relationships that may exist through exist-
ing entities and relationships in the knowledge graph, thereby expanding the knowledge
base. Among the existing methods, TransE [1] performs well in link prediction, which
translates the relationship between the head entity and tail entity into the transformation
of entity embeddings. In recent years, to address the limitations of the TransE model in
handling complex relationships, researchers have proposed improved models. The head
entity and tail entity are projected into the relationship space using two different projection
matrices by the TransD [17] model, respectively. According to TransR [18], each entity is
made up of several attributes, and various relationships concentrate on a distinct attribute
of an entity while having their own semantic space. The TransR model entities and rela-
tionships in two different spaces, i.e., the entity space and multiple relationship spaces
(relationship-specific entity space), and performs a transformation in the corresponding
relationship space. TransH [19] thinks an entity can have many representations depending
on the relationships it is involved in. For the relationship (r), the TransH model uses both
translation vectors and hyperplane normal vectors to represent it.

Entities with comparable neighbour structures in the knowledge graph should have
compact representations in the embedding space, as this is the goal of embedding models,
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which seek to retain the structural information of entities. This progress in embedding
models has led researchers to study entity alignment based on embeddings. IPTransE [20]
uses an iterative method of joint embedding for entity alignment. The joint embedding
between knowledge graphs is initially calculated using alignment seed entities. Then, the
joint embedding is iteratively updated using newly aligned entities. DAT [21] encodes both
entity names and entity relationships to jointly represent entity information. Encoding
entity names supplements entity name semantics and performs well in handling tail entities.
TransEdge [22] interacts with embeddings between head entities and tail entities based on
their relationships and represents the relationship as a composite function of the interaction
embeddings. MultiKE [23] uses multiple views of entities to embed entities and aligns
them using a combination of name, relationship, and attribute views. BootEA [24] proposes
iterative entity alignment and attribute correlation strategies and solves the problem of
insufficient seed entities by iteratively adding aligned entities to the training set. A cross-
lingual entity alignment approach with joint attribute-preserving embedding is proposed
by JAPE [25], and entity embeddings are improved by utilizing attribute data that have
been abstracted to related data types. KD-CoE [26] jointly learns multi-lingual entity
description information for cross-lingual entity alignment. Potential semantic information
in the knowledge graph can be captured by using entity attribute data. For entity alignment
tasks, this work leverages entity attribute values.

3. Problem Definition

Entity alignment seeks to identify pairings of entities that reflect the same real-world
entity in the two heterogeneous knowledge graphs, designated as G1 and G2, respectively.
In the heterogeneous knowledge graphs, there exist pre-aligned entity pairs (referred to
as seed entities), and the embedding of the seed entities yields the knowledge graphs’
structural information. It is expected that potentially aligned entities will have compact
vector representations in the vector space.

The building blocks of a knowledge graph are triples with the forms <h, r, t> and
<h, r, a>, where h and t stand for entities, r for relationships between entities, and a for
attribute values of entities. The entity alignment assignment seeks to identify pairs
of knowledge graphs, G1 and G2, with the properties, h1 ∈ G1, h2 ∈ G2, where <h1,
h2> indicate the same real-world entity. The elements in the triples are represented as
low-dimensional vectors in the form of <h, r, t> and <h, r, a> during the entity embed-
ding process, where the vector depiction of entities in the vector space is indicated by
bold letters.

Embedding-Based Entity Alignment Method

According to TransE, to preserve the structure information of the knowledge graph
during entity embedding, the sum of the embeddings of the head entity (h) and the
relationship (r) should be close to the embedding of the tail entity (t) for a given triple of
<h, r, t>, i.e., h + r ≈ t. By this means, entities with comparable neighbour structures have
condensed representations in the embedding space. To learn structural embedding, TransE
minimizes the following objective function:

Js = ∑
er∈Er

∑
e′r∈E′r

max
(
0,
[
θ + j(er)− j

(
e′r
)])

(1)

Er = {〈h, r, t〉|〈h, r, t〉 ∈ G} ; j(er) = ||h + r− t|| (2)

E′r =
{〈

h′, r, t
〉∣∣h′ ∈ S

}
∪
{〈

h, r, t′
〉∣∣t′ ∈ S

}
(3)

Here, ||v|| is the L1 normalization of the vector (v); θ is the margin hyperparameter;
Er is the set of valid relationship triples from the training dataset. E′r is the set of invalid
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triples (where S is the set of entities in G), which replaces the head or tail entity in the triple
of positive examples with a random entity.

The characteristics of structural embedding have promoted further research on entity
alignment. However, there are significant limitations to directly using structural em-
beddings. For example, the embedding spaces of heterogeneous knowledge graphs are
inconsistent, making it difficult to perform similarity calculations. Although MTransE
proposes to compute a spatial transformation matrix to convert embedding vectors in
different spaces into the same vector space for similarity calculation, the computation
of the transformation matrix requires numerous seed entity pairs. The matrix is also
easily influenced by the quality of the seed entities. In addition, embedding-based mod-
els have limited modelling capabilities for one-to-many relationships, such as the triple
<Curry, born in, Akron> and <James, born in, Akron>, where the embedding model can
cause the Curry and James entities’ vector representations to be too similar.

4. Model
4.1. Model Overview

The method is made up of three parts, relationship mapping, embedding learning,
and entity alignment. The entity alignment process of the model is shown in Figure 2.
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To better measure the similarity of entities, it is necessary to embed entities and
relationships into a unified vector space. To offer a single vector space for the knowledge
graph’s structural embedding, the relationship mapping module (Section 4.2) is used to
find similar relationships and name them using a unified naming scheme, such as naming
both “locate in” and “be located in” as “locate in”. After the relationship mapping, the
entity set is obtained by taking the union of G1 and G2, and, depending on whether the
tail entity (t) in the triple is an entity or an attribute value, the entity set is separated into
relationship triples and attribute triples.

In the embedding learning module, relationship triples and attribute triples are utilized
to jointly learn the embeddings of the two knowledge graphs. The relationship embeddings
and structural information of the knowledge graph are learned from the relationship triple
set, while the attribute embeddings are learned from the attribute triple set, which can
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uncover more potential semantic information. The embeddings of relationship triples in
G1 and G2 belong to different vector spaces because the entity naming schemes of the two
heterogeneous knowledge graphs are not the same. However, the attribute embeddings are
based on attribute characters, and the embeddings of attribute triples can fall into a single
vector space, so the attribute character embeddings of heterogeneous knowledge graphs
can be similar. The structural embeddings of entities can be transformed into a unified
vector space using attribute character embeddings, which can also capture the similarity
between entities in two diverse knowledge graphs throughout the learning process.

After unifying the vector space, all entity embeddings from the two knowledge graphs
can be obtained in the unified space. The entity alignment module will find every pair
<h1, h2> with a similarity greater than the set threshold, where h1 ∈ G1 and h2 ∈ G2. To
improve the model’s generalization ability, this paper uses a truncated negative sampling
strategy instead of the traditional random negative sampling strategy. This allows the
model to learn more useful information during the learning process.

4.2. Relation Mapping

To embed entities into a unified vector space, the relationship mapping module
renames the relationships of the two heterogeneous knowledge graphs using a unified
naming scheme. For the relationships that have already been aligned in the seed entities,
such as ‘G1: “locate in”’ and ‘G2: “be located in”’, the relationship mapping module will
rename these aligned relationships using a unified naming scheme (such as “locate in”). To
discover more matching relationships during the model learning process, the similarity
between two relationships can be calculated using the edit distance, and relationships with
a similarity greater than the set threshold (0.9) are considered aligned relationships.

4.3. Embedding Learning
4.3.1. Structure Embedding

We employ the idea of TransE for the structural embedding of knowledge graphs.
During the learning process to obtain more information from the aligned relationships, a
learning weight (α) is added to control the learning process and focus more on the aligned
triples (i.e., triples that contain aligned relationships), thereby achieving entity alignment
between knowledge graphs. In the model training, the structural embedding minimizes
the following objective function:

Js = ∑
er∈Er

∑
e′r∈E′r

max
(
0,
[
γ + α

(
j(er)− j

(
e′r
))])

(4)

α =
total(r)
|T| (5)

Here, total (r) is the number of times the relation (r) has occurred; Er is the set of triples
with positive relationships; E′r is the set of triples with negative relationships; and |T| is
the total number of triples in the union of the two knowledge graphs G1 and G2. Since
the aligned relationships will appear in both knowledge graphs, their frequency is higher
than that of the non-aligned relationships. Adding the α weight to focus more on the
aligned relationships during the model learning process will help obtain more structural
information. For example, if there are six relationships and properties shared by two
aligned entities, ‘G1: “locate in”’ and ‘G2: “be located in”’ are aligned relationships, α
weight is 2/6, and the weight of other non-aligned relationships is 1/6. This can help the
model learn more valuable information from the aligned relationships.

4.3.2. Attribute Embedding

When embedding attributes, the relationship (r) can be interpreted as a transformation
from the head entity (h) to the attribute character (a). However, for heterogeneous knowl-
edge graphs, the same attribute may have different representations, such as numerical
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attribute values 35.32445 and 35.3244989996 or string attribute values “Stephen Curry” and
“Wardell Stephen Curry II,” among others. For heterogeneous attribute values, a composite
function is used for embedding. Elements of the attribute triple (e, a, v) are defined as
e + a ≈ fv (v), where fv (v) is the composite function used for character embedding v is
the attribute value v = {u1, u1, . . . , ui}. During the embedding process, the attribute value
is embedded as a low-dimensional vector. Similar attribute values have similar vector
representations. The two composite functions are described in the following.

Add Function: The add function takes the embedded vectors of each character of the
attribute value and adds them together to represent the attribute value. However, this
function has certain problems and can introduce incorrect learning samples. For example,
for the attribute values “danger” and “garden,” although the character order is different,
they have the same embedding representation after being processed by the add function.

fv(v) = u1 + u2 + . . . + ui (6)

N-Gram Function: To address the problem of errors introduced by the add function,
the N-Gram function [14] is used for character embedding.

fv(v) =
N

∑
n=1

∑t
i=1

∑n
j=i uj

t− i− 1
(7)

Here, N represents the maximum value of N used in the n-gram combination and t is
the length of the attribute value. The objective function for attribute embedding is:

JCE = ∑
tv∈Tv

∑
t′v∈T′v

max
(
0,
[
η + α

(
f (tv)− f

(
t′v
))])

(8)

Tv = {〈e, a, v〉 ∈ G}; f (tv) =||h + r− fv(v)|| (9)

T′v =
{〈

e′, a, v
〉∣∣e′ ∈ E

}
∪
{〈

e, a, v′
〉∣∣v′ ∈ A

}
(10)

In the formula, Tv is the set of positive attribute triples; T′v is the set of negative triples
(where A is the set of attribute values in the knowledge graph G). The negative attribute
triples are generated using a truncated negative sampling strategy. fv(v) is the confidence
score of the embedding head entity (e), relationship (a), and attribute value (v) calculated
using the N-Gram composite function.

4.4. Truncated Negative Sampling

In entity alignment research, most models use random negative sampling, which
replaces the head or tail entity of a positive triple (h, r, t) with another entity at random
to generate negative samples. However, the strategy of random negative sampling has
limited the help for model learning. For example, for the triple <Curry, born in, Akron>,
random negative sampling may replace the tail entity with James, which generates negative
samples that are wrong and meaningless. This is because the replaced entity may be
orthogonal to the original entity in the vector space. In contrast, truncated negative
sampling seeks entities that are highly similar to the replaced entity as negative samples,
improving the model’s recognition ability and allowing more information to be learned
from negative samples. Specifically, for a given entity (e) to be replaced, a set of entities
similar to it is searched for from the embedding space as negative sampling targets, i.e.,
num = d(1 − µ)Ne, where µ ∈ [0,1) is the sampling ratio, N is the number of entities in the
knowledge graph, and d.e is the ceiling function. Therefore, entities with low similarity to
entity (e) are truncated and not sampled.

SIM = ∑
e∈G1∪G2

[1− sim(ese, ece)] (11)
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(ese, ece) represents the similarity between the structural embedding vector and at-
tribute embedding vector of entity (e), and cosine similarity is used as the similarity
measure in the model. Structural embedding learns the structural information of two
knowledge graphs through the relationships between entities, while attribute embedding
can discover potential semantic information. The following is the objective function for
learning structural embedding and attribute embedding jointly:

J = JS + JCE + SIM (12)

4.5. Entity Alignment

The entities of knowledge graph G1 and G2 are embedded into a single vector space
by the joint learning of attribute embedding and structure embedding, and similar entities
have similar vector embeddings. The following is the entity alignment calculation formula:

hmat = argmax cos(h1, h2) (13)

Here, h1 ∈ G1 and h2 ∈ G2. Given h1, we calculate the similarity between all entities
in G2 and h1, and put the entities with similarity greater than the set threshold into the
hmat set.

5. Experiment
5.1. Experiment Settings

Environment information: The experiment was conducted on a personal computer
equipped with an AMD Ryzen 7 4800H 2.9 GHz CPU, NVIDIA GeForce GTX 1650 Ti GPU,
and 16 GB RAM.

Dataset: To confirm the model’s efficacy on real-world knowledge graph, the model
was evaluated on Dbpedia, Wikidata, and YAGO3 real-world knowledge graph data con-
structed by OpenEA [27]. Table 1 presents the data statistics of the dataset D_W_15K,
which contains 15,000 seed entities. Table 2 presents the cross-lingual entity alignment
dataset EN-DE-15K (English–German). The entities in both datasets primarily include
writers, cities, music, actors, etc. For both datasets, statistical data are provided in
Tables 1 and 2, including the total number of relations, attributes, relationship triples, and
attribute triples.

Table 1. Data statistics of the monolingual datasets.

Dataset Relations Attributes Relation
Triples

Attribute
Triples

D-W15K
DB 248 342 38,265 68,258

WD 169 649 42,746 138,246

Table 2. Data statistics of the cross-lingual datasets.

Dataset Relations Attributes Relation
Triples

Attribute
Triples

EN-DE15K
EN 215 286 47,676 83,755

DE 131 194 50,419 156,150

Implementation details: To compare performance, four embedding-based entity align-
ment methods were selected for performance comparison. The experimental details are
detailed in the following. For the TransE model, its complete entity is used for embed-
ding. The MTransE paper implemented five variants and, according to the performance
of variant four in the paper, variant four of MTransE is used as a comparison. JAPE uses
an abstract data type for entity attributes, and its full model is used in the experiment.
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IPTransE provides three variant models, including a translation-based model, a linear
transformation-based model, and a parameter-sharing-based model. The experiments
show that the parameter-sharing-based model has the best performance. Therefore, in the
experiments, we used the parameter-sharing-based model of IPTransE. For the model in
this paper, the configurations used were γ = 1.5 and µ = 0.95, and 5 negative samples were
truncated for each entity. The parameter settings of the compared methods follow the best
configuration in the original paper. To accurately compare each model’s entity alignment
performance, the embedding dimension is unified to 100, the maximum epoch is 3000, the
batch size is 3000, and the learning rate is 0.01.

Evaluation metrics: In the experiment, hits@k (k = 1, 5, 10, 50), MRR, and MR are
used as evaluation metrics to evaluate the performance of the models. Among them,
hits@k indicates the proportion of correctly aligned entities among the top k predicted
correctly aligned entities during the entity alignment process. MRR is the average value of
the reciprocal of the ranking of correctly aligned entities, and MR is the average ranking
of correctly aligned entities. These are used to gauge the model’s effectiveness and the
percentage of successfully aligned entities in the top K predictions. The model performs
better when the hits@k and MRR are bigger and the MR is smaller.

5.2. Experimental Result and Analysis

Tables 3 and 4 show the performance of different models on monolingual and cross-
lingual datasets, where the hits@k metric represents the percentage (%) and bold numbers
represent the performance of the proposed model.

Table 3. D-W15K entity alignment results.

Model Hits@1 Hits@5 Hits@10 Hits@50 MRR MR

TransE 8.35 17.33 28.57 35.76 0.13 22007

MtransE 16.51 32.47 39.51 57.84 0.24 412

JAPE 14.45 29.44 36.92 56.88 0.22 258

IPTransE 32.73 43.56 54.37 69.38 0.37 240

My Model 32.41 49.02 56.16 79.92 0.41 235
Bold numbers indicate the performance indicators of the method in this paper.

Table 4. EN-DE15K entity alignment results.

Model Hits@1 Hits@5 Hits@10 Hits@50 MRR MR

TransE 6.42 12.57 19.63 23.15 0.11 32107

MtransE 11.90 24.61 31.25 47.20 0.18 565

JAPE 12.24 26.26 34.38 51.95 0.20 357

IPTransE 35.22 51.36 79.52 88.27 0.68 117

My Model 65.90 79.52 83.87 91.67 0.72 48
Bold numbers indicate the performance indicators of the method in this paper.

The proposed model uses Equation (12) to calculate the similarity between hetero-
geneous knowledge graph entities. It can be seen from Tables 3 and 4 that the proposed
model has different degrees of improvement in Hits@k, MRR, and MR compared with
the baseline approach. In particular, the improvement in the Hits@k metric is significant
compared with the best baseline model, which indicates that the accuracy of the method in
this paper is good in terms of entity alignment.

The performance of the TransE model is the worst among the baseline models, both on
the D-W15K and EN-DE15K datasets, because TransE uses only relational triples to model
the structure of the knowledge graph and not attribute triples rich in latent semantics. In
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addition, the inconsistency of the embedding space of heterogeneous knowledge graphs
causes TransE to have difficulty capturing the knowledge graphs during the learning
process. The performance of MtransE is improved on two datasets compared to TransE,
but the performance on cross-lingual datasets is average. Because the heterogeneity of
the cross-linguistic data is more pronounced when learning the spatial transformation
matrix during embedding learning, MTransE performs relatively poorly on cross-linguistic
datasets. JAPE uses attribute triples containing potential semantic information to model
the knowledge graph, but the attribute values are converted into corresponding data types
for embedding learning, which distorts the original semantics of part of the attribute triples.
The MRR metrics of IPTransE are comparable to our method for both monolingual and
cross-language datasets. This is mainly because IPTransE models the multi-step relational
paths and captures the semantic similarity between entities better. In addition, during
iterative training, IPTransE adds aligned and plausible entity pairs to the training data via
parameter sharing, thus enriching the seed entity set and helping to learn the structural
similarity of the knowledge graph better. However, our approach outperforms IPTransE in
terms of Hits@1 metrics, especially on cross-lingual datasets. This is because our approach
uses attribute character embeddings rich in semantic information and better models the
structure of the knowledge graph using a truncated negative sampling strategy. In addition,
Table 4 shows that the proposed method has a significant improvement in Hits@1 metrics
on the cross-lingual dataset compared to the baseline method. This is because the proposed
method integrates attribute character embedding into the model, which better models the
structure of the knowledge graph and can more accurately find entities that match the
target entities. In addition, the truncated negative sampling strategy used in the proposed
model is different from the random negative sampling strategy used in the comparison
model. The proposed strategy can obtain more valuable information through the negative
sampling process and, thus, has a better generalization capability.

In line with expectations, the TransE-based approach performs poorly in the entity
alignment task because the embeddings of heterogeneous knowledge graphs fall in differ-
ent vector spaces. MTransE uses seed entity embeddings to compute transitions between
different vector spaces, which are vulnerable to the number and quality of seed entities,
and information loss may occur during the transitions. JAPE abstracts attribute informa-
tion into the corresponding data types, which cannot capture semantic similarity at the
character level. IPTransE performs best in the baseline model due to the use of iterative and
parameter-sharing strategies. In the proposed model, attribute character embedding can
better preserve the similarity between attribute characters and can improve the performance
of the model by using more attribute information in the entity alignment process.

6. Conclusions

The translation-based method embeds two heterogeneous knowledge graphs into
different vector spaces and uses a transformation matrix to unify the vector spaces for entity
alignment. However, the transformation matrix is easily affected by the number and quality
of seed entities, and information loss may occur during the space transformation process.
This study suggests a knowledge graph entity alignment model that simultaneously learns
structural and attribute embeddings and uses attribute character embeddings to unify the
vector spaces of structural embeddings. This solves the problems of inconsistent vector
spaces and information loss during space transformation. Moreover, the proposed model
uses a truncated negative sampling strategy to sample more valuable semantic information
during negative sampling in the training process. The joint learning mechanism unifies
entity embeddings into a consistent vector space, which is beneficial for similarity calcula-
tion. The suggested strategy outperforms baseline models in practical knowledge graph
entity alignment tasks, according to experimental findings. Although the performance of
our proposed method in terms of entity alignment has been improved compared to the
comparison method, there are still two limitations. Firstly, the dependence on the seed
entity is still obvious. If the number of seed entities is reduced, the performance of the
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method in this paper will be affected. Secondly, the embedding of attribute characters may
be influenced by heterogeneity, making it difficult to capture attribute similarity. This is also
the direction of our future efforts. In the next step, we will study how to use unsupervised
methods for entity alignment to solve the problem of dependence on seed entities. Future
work will continue to explore how to discover entity alignment problems in heterogeneous
knowledge graphs to improve entity alignment performance.
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