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Abstract: In this study, we present a novel embedding model, named ResE, for predicting links in
knowledge graphs. ResE employs depth-separable convolution and residual blocks, integrated with
channel attention mechanisms. ResE surpasses previously published models, including the closely
related TransE model, by achieving the satisfactory mean rank (MR) and the excellent Hits@10 scores
on both WN18RR and FB15K-237 benchmarks. ResE is a promising model for knowledge graph
completion tasks, with potential for further investigation and extension to new applications such as
user-oriented relationship modeling. Although comparatively shallow compared to computer vision
convolutional architectures, future work may explore deeper convolutional models. ResE exhibits
remarkable performance and outperforms existing approaches, thus setting a new benchmark for
knowledge graph completion. The outcomes of our study illustrate the effectiveness of incorporating
depth-separable convolution and residual blocks, accompanied by channel attention mechanisms, in
modeling knowledge graphs. These findings highlight ResE’s potential to push the boundaries of
cutting-edge in this domain.

Keywords: link prediction; residual blocks; knowledge graph completion

1. Introduction

Knowledge graphs refer to graph-structured knowledge bases that represent factual
information through relationships (edges) established between entities (nodes). These
graph-based representations are widely used in various applications, including search, ana-
lytics, recommendation, and data integration. However, a common issue with knowledge
graphs is incompleteness, which means that there are missing links in the graph.

Knowledge bases of significant scale, DBpedia [1] YAGO [2] and other related in-
stances, consist of databases of triples that capture the relationships between entities in the
form of (Subject_entity, relation, Object_entity) represented by (h,r, t). These knowledge
bases are instrumental in several applications, such as semantic searching and ranking,
question answering, and machine reading. Nonetheless, they are often incomplete, lacking
many valid triples. As a solution to this issue, considerable research efforts have been
invested in knowledge base completion or link prediction, aimed at forecasting the validity
of a triple (h,r,t).

Link prediction aims to detect missing links in knowledge graphs, and it is crucial that
a link predictor exhibits efficient scalability in terms of parameter count and computational
cost to be applicable in practical settings. Convolution operator is a widely-used technique
in computer vision, which meets these prerequisites due to its parametric efficiency, compu-
tational speed, and optimized GPU implementation. In contrast to fully connected neural
networks, convolutional neural networks (CNNs) possess the ability to learn nonlinear
features and capture intricate relationships using fewer parameters. Furthermore, CNNs
have yielded robust techniques for training multi-layer convolutional networks, to counter
overfitting, as proposed in 2015 [3,4], 2014 [5,6] and similar references.

This paper introduces ResE, a multi-layer CNN model that utilizes two-dimensional
convolution for link prediction in KGs (Knowledge Graphs). ResE addresses the challenges
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of overfitting, model complexity, and parameter redundancy by incorporating a residual
network, depth-separable convolution, and channel attention mechanism. The architecture
of ResE consists of several depth separable convolution blocks and a residual block, which
harnesses the properties of convolution operators for effective link prediction.

The main contributions in our works are:

*  ResEis a newly proposed entity and relation embedding model for knowledge graph
completion that is based on deep separable convolutional neural networks. By leverag-
ing the power of deep separable convolutional networks to capture relevant features,
ResE effectively enhances the generalization of transition-based embedded models.
This approach represents a significant contribution to the field, as it offers a novel
solution for improving the performance of knowledge graph completion tasks.

*  Our study involved an evaluation of ResE using two widely-accepted benchmark
datasets, WN18RR [7] and FB15k-237 [8], to assess its effectiveness in link prediction.
Our experimental results demonstrate that ResE outperforms previous embedding
models, and it achieves the highest Mean Reciprocal Rank score in most cases when
compared to several other state-of-the-art models on these datasets.

2. Related Works

To complete a knowledge graph, one important task is link prediction, which involves
predicting the missing relationships between entities. This task is accomplished through
learning a scoring function ¥(x) = €& x R x £ — R that set a loss to evaluate an input
triple x = (h,r,t) representing an entity & with a relationship r to another entity ¢. The
score reflects the likelihood of the fact represented by x being true. The approach is to learn
to predict the likelihood of a given triple being valid, and then rank the possible triples to
determine the most probable fact. This can be viewed as a pointwise learning-to-rank task,
in which the goal is to predict the score for a single triple rather than comparing pairs of
triples. The performance of the scoring function is evaluated using standard metrics such
as Mean Reciprocal Rank (MRR) and Hits@N, where N is the number of possible triples
to rank.

Several neural models have been proposed for link prediction in knowledge graphs,
including TransE [9], which represents entities and relations as k-dimensional vector
embeddings and uses a transitional characteristic to model relationships between entities.
TransE has served as the basis for several other transition-based models, such as TransH [10],
TransR [11], TransD [12], STransE [13], and TranSparse [14]. Another model, DistMult [15],
generates the same number of relational parameters as TransE and uses a simplified bilinear
formula that has the same scalability as TransE but outperforms it on the link prediction
task. ComplEx [16] is an extension of DistMult that utilizes a complex vector space and the
Hermitian dot product to represent relations, with the head and tail embeddings conjugated
to capture both symmetric and antisymmetric relations. Finally, HolE [17] is a model that
combines the expressiveness of tensor product with the efficiency and simplicity of TransE,
utilizing the cyclic correlation of head and tail entity vectors to represent pairs of entities in
the entire knowledge graph.

The proposed model offers a significant advantage over HolE's architecture since it
incorporates multiple layers of non-linear features, thereby increasing its expressiveness.
On the other hand, Graph Convolutional Networks (GCNs) [18] have also been investigated
in relation to link prediction. GCNs use the convolution operator to exploit the locality
information in graphs. However, the GCN framework is limited to undirected graphs,
whereas knowledge graphs are inherently directed. Moreover, the memory requirements
of GCNs may be prohibitively high.

Convolutional models have been proposed for a variety of natural language processing
(NLP) tasks, including semantic parsing [19], sentence classification [20], search query
retrieval [21], sentence modeling [22], and several other NLP applications. Originally
designed for computer vision [23], convolutional neural networks (CNN) have recently
gained significant interest in NLP [24] due to their ability to learn nonlinear features and
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capture complex relationships while using fewer parameters compared to fully connected
neural networks. They can also be used to learn deep expression features.

Dettmers et al. introduced ConvE [7] as the first neural link prediction method to
employ a two-dimensional convolutional layer to model the relationship between input
entities and relations. The model utilizes a convolutional layer in combination with a
fully connected layer, enabling the representation of semantic information via multi-layer
nonlinear feature learning. Additionally, ConvE has a high parameter utilization rate. The
success of CNNs in computer vision inspired the development of ConvE for link prediction.

This paper presents a novel approach to knowledge graph link prediction that har-
nesses the power of neural networks. The method uses both structural and textual informa-
tion in the knowledge graph to predict new relationships between entities. Specifically, it
extracts features from the graph structure and text information of entities, and uses them to
make predictions. To address parameters redundancy and overfitting, the current study
proposes an innovative knowledge graph link prediction approach that leverages both
depth-separable convolution and a channel attention mechanism. The utilization of these
techniques facilitates the model to effectively capture intricate associations and accomplish
superior performance.

3. Materials and Methods
3.1. Depthwise Separable Convolution

The use of depthwise separable convolution [25] is an effective approach in convolu-
tional neural networks (CNNSs) that can reduce the model’s parameters while improving
its computational efficiency. Unlike traditional convolutional layers, depthwise separable
convolution involves using a set of learnable filters to perform the convolution operation
on individual input channels, thereby significantly reducing the number of parameters.
This technique proves particularly useful when dealing with high-dimensional inputs.

By contrast, depthwise separable convolution divides the convolution operation into
two separate stages: depthwise convolution and pointwise convolution. During the depth-
wise convolution stage, each input channel is convolved with a separate filter, resulting in
a set of output feature maps. Subsequently, during the pointwise convolution stage, the
output feature maps from the depthwise convolution are combined using a 1 x 1 convolu-
tion, resulting in the final output feature maps. The architecture of depthwise separable
convolution is illustrated in Figure 1.
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Figure 1. Firstly, depthwise convolution is performed on each channel, after which the output is
concatenated. Following this, a 1 x 1 convolution kernel is applied to the concatenated output to
perform pointwise convolution and obtain feature maps.

With the ability to effectively capture spatial correlations between features, this ap-
proach significantly solving parameter redundancy in the network. This makes depthwise
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separable convolution particularly useful in scenarios where computational resources are
limited, or when dealing with high-dimensional data, while still maintaining good accuracy.

3.2. Channel Attention Mechanisms

To improve the model’s capacity to attend to significant features, our proposed ap-
proach integrates channel attention mechanisms [26] into the architecture. This mechanism
facilitates the learning of which channels or features are more informative for the given task
and assigns weight to each channel according to its relevance. The attention mechanism
was used to assign weights to the feature channels that were extracted by the deep separa-
ble convolution layers. Channel attention mechanisms are a technique commonly used in
deep neural networks to selectively amplify or suppress specific channels of feature maps.
By incorporating channel attention mechanisms, the model is able to effectively enhance
informative features in the input data and improve the overall network performance.

A set of attention weights for each channel is produced by a separate neural network
module, which takes the feature maps as input to learn the attention weights. These
weights are then multiplied with the original feature maps, scaling the channels in a way
that emphasizes the most informative ones. Figure 2 summarizes the architecture.
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Figure 2. A channel attention mechanism is employed by this approach, which utilizes global average
pooling on the input feature layer, followed by two fully connected layers. The number of neurons
in the first fully connected layer is reduced, while the second fully connected layer has the same
number of neurons as the input feature layer. Next, the output of the second fully connected layer
passes through a sigmoid activation function that generates a weight value between 0 and 1 for each
channel in the input feature layer. The original input feature layer is then multiplied by these learned
channel weights, resulting in a refined feature representation.

Channel attention mechanisms have been widely recognized as an effective means of
improving the expressive power of neural networks and enhancing their performance on
a range of tasks, including image classification, object detection, and semantic segmenta-
tion, etc.

3.3. Residual Network

The Residual Network (ResNet) is an ingenious deep neural network architecture that
was proposed in 2015 [27] to address the degradation problem in very deep networks. As
the number of layers increases, the accuracy of the network declines due to the challenges
posed by optimization with the increasing network depth, which makes it arduous for the
network to learn the identity mapping between layers. The primary objective of ResNet is
to overcome this phenomenon.

To address this issue, ResNets employ skip connections that enable information to
bypass one or more layers in the network. A ResNet’s essential unit is the residual block,
which consists of several convolutional layers and a skip connection. By adding the input
of the residual block to its output, the skip connection ensures that the information does
not get lost as it passes through the network’s layers. A visual overview of the ResNet
architecture is depicted in Figure 3.



Electronics 2023, 12, 1919

50f 10

Input : X

y

Weight Layer

F(X) ! Activation function

Weight Layer

v

FX)+x ®

l Activation function

Figure 3. Residual Learning: a building block.

ResNets have demonstrated the capability to train deep neural networks with hun-
dreds of layers and maintain high accuracy by utilizing skip connections. Moreover, they
have achieved state-of-the-art results on various benchmark datasets, and are widely
adopted in computer vision tasks including image classification, object detection, and
semantic segmentation.

A Residual network architecture was employed in the paper, allowing for the effective
training of neural networks with a large number of convolutional layers. Residual con-
nections introduced shortcut connections that bypass multiple layers, allowing for more
efficient propagation of gradients and preventing vanishing gradients, thus improving
convergence speed and overall performance of the network. Residual connections were
utilized to construct a neural network with multiple convolutional layers that effectively
learned features for link prediction.

3.4. Our Model

Our work introduces a novel neural model for link prediction that utilizes deep
learning techniques to accurately capture the complex interactions between input entities
and relations. Specifically, we introduce a combination of depth-separable convolution,
residual network, and channel attention mechanism to capture complex features and
patterns in the input data. The core of our model lies in the use of depth-separable
convolution, which enables efficient processing of high-dimensional data while resolving
the parameters redundancy.

We also incorporate a residual network architecture to effectively train very deep
neural networks, allowing our model to capture and learn intricate patterns in the data.
Additionally, our model utilizes a channel attention mechanism to assign importance
weights to each channel in the input feature layer, improving the model’s ability to focus on
relevant information. Overall, our model presents a powerful approach for link prediction
that achieves better results by leveraging the benefits of convolution, residual network, and
channel attention mechanism. Figure 4 summarizes the architecture.

During the feedforward pass, our model uses k as the embedding dimension, where
we have two embedded executive row vector matrices: one for the entities, represented as
EleI*k, and another for the relationships, represented as RIYI*¥. Here, |¢| and |Y| denote the
entity and relation cardinalities, respectively.

After connecting the embedded E and R, the input is passed through a Dropout layer
before being fed into a 2D depth-separable convolution layer with a filter w, as well as a
residual network layer.

The channel attention mechanism is applied to transform the output of the input
vector v;,, in the residual network, yielding a representation of the output as the sum of the
input vector and the transformed vector:

OR—out = U(WZ‘S(lein)) 1)
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Input

The expression provided above denotes the outcome of implementing the channel
attention mechanism on the input vector v;, in the residual network. The ¢ function refers
to the Sigmoid function, and the J function refers to the ReLU function. The variables
Wi € R7*€ and W, € RC*F are weight matrices used in the full connection layer. To
simplify the process, a parameter r is introduced to decrease the dimension of the fully
connected layer.

Channel-Attention

Dropout

Conv
BN
Adaptive
Avg Pool

Depth-wise Conv

- Depth-wise Conv. H  Depth-wise Conv. Depth-wise Conv
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Figure 4. In our model, entity and relationship embeddings are first processed with Dropout and
Concatenation, followed by a Depth Separable Convolution layer. This results in the generation of
feature maps which are subsequently compressed and mapped into a k-dimensional subspace, which
are then embedded and compared to all candidate objects.

For feature extraction of the input vector v;,,, we utilize depth-separable convolution.
After each layer of standard convolution is performed for feature extraction, an output
channel is generated. Once the convolution operation is completed, a 1 x 1 convolution is
utilized to modify the channel count. The resulting output is denoted as Vpc,,,, which can
be expressed as:

VDCout = (P(Uin ) (2)

We perform feature extraction on the input vector v;, using depth-separable convo-
lution, which involves standard convolution in each layer, producing an output channel.
Following the completion of the convolution operation, a 1 x 1 convolutional layer is
employed to modify the dimensionality of the output, producing a resulting feature map
labeled as Vpc,,,. The function ¢(V;,) combines the convolution and channel adjustment
operations [25]. Finally, the scoring function can be defined as:

Score(enead, etait) = (@ (Vin) © VR —out) 3)

We apply the logistic sigmoid function o (-) to compute the scores Score (€04, €14i1 ), and
then minimize the binary cross-entropy loss given below to optimize the model parameters:

L = —lab- 10g(SC01’6(6heﬂd, etail)) - (1 - lab) : log(l - Score(ehead/ etuil)) (4)

where Score(epeqq, €1qi1) is the predicted probability of the existence of a link between the
head entity ej,.,4 and tail entity e;,;;, and lab is the ground-truth label (either 0 or 1).

To improve training speed and stability, we employ rectified linear unit (ReLU) activa-
tion and a technique called batch normalization (BN) [28]. Dropout is used to regularize
the model in multiple stages, including on embeddings, feature maps, and hidden units.
We optimize our model using Adam [29] and apply label smoothing to mitigate overfitting.
Table 1 list the main factors aimed to be optimized:
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Table 1. Summary of the Main Factors aimed to be optimized.

Parameters Definition
Wi, Wh Channel attention mechanism weight matrices
r Dimension of the fully connected layer
o Sigmoid function
6 ReLU function

By incorporating these optimization parameters and their practical values, our model
demonstrates superior performance in predicting links in knowledge graphs, outperform-
ing existing models and providing a foundation for further research in this field.

4. Experiments
4.1. Datasets

ResE was evaluated on two standard datasets, namely WN18RR and FB15k237, both
of which are subsets of commonly used benchmarks, WN18 and FB15k. These datasets are
often considered straightforward due to the high proportion of relations that are reversible,
which facilitates the prediction of the majority of test triples. WN18RR and FB15k237 were
developed to address the issue of reversible relations in knowledge base completion tasks,
making them more challenging and realistic. Table 2 summarizes the statistical information
of both datasets.

Table 2. Summary of Experimental Dataset Statistics.

Benchmarks Entities Relations
WN18RR 40,943 11
FB15k-237 14,541 237

4.2. Evaluation Criteria

The task of Knowledge Graph Completion, also known as link prediction, aims to
predict a missing entity in a triple, given the other two entities and the relation. This
involves inferring either 1 or t when given (7, t) or (I, r), respectively. The performance of
a model is evaluated by ranking the scores produced by a score function f on the test data.

To assess the model’s performance, we adopt the "Filtered" setting procedure. For
each valid test triple (h, 7, t), we generate a set of corrupted triples by replacing either i
or t with each of the other entities in E. Afterward, we rank the valid test triple and the
corrupted triples based on their scores in ascending order. The procedure excludes any
corrupted triples that exist in the KB.

We employ three widely used evaluation metrics, namely, mean rank (MR), mean
reciprocal rank (MRR), and Hits@10, to assess the performance of the model. Better model
performance is indicated by a decrease in MR or an increase in MRR or Hits@10.

4.3. Training Regime

In this study, we adopt the widely used Bernoulli sampling method, which has been
commonly employed in the literature [10,11], to generate negative triples. To generate
invalid triples, we substitute either the subject or object entity in a valid triple with other
entities in the knowledge base.

To optimize the model parameters, we employ the Adam optimization algorithm
and use an activation function that rectifies negative inputs and leaves positive inputs
unchanged. We conduct a hyperparameter tuning process for the ResE model through a
grid search method, where the performance metric used is the mean reciprocal rank (MRR)
on the validation set.

Our experimental results indicate that the ResE model performs optimally on the WN18RR
and FB15K-237 datasets with the following hyperparameters: embedding dropout rate of 0.2,
embedding size of 200, batch size of 256, 0.005 for learning rate and 0.2 for label smoothing.
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5. Results

In this study, Tables 3 and 4 presents a thorough comparison of the ResE'’s perfor-
mance with that of previously published methods, holding experimental settings constant
across all experiments. Our findings show that the ResE model surpasses other models
in performance, exhibiting the lowest mean rank (MR) and the highest Hits@10 scores on
the WN18RR dataset, in addition to the rewarding Mean Reciprocal Rank and Hits@10
scores on the FB15K-237 dataset. Specifically, the ResE model demonstrates significant
improvement over the closely related TransE model on both datasets, with a relative im-
provement of approximately 43% in MR and 23% in MRR on FB15K-237, in addition to a
14.8% absolute improvement in Hits@10. Notably, the ResE model also outperforms other
models, including DistMult and ComplEx.

Table 3. Experimental results on WN18RR datasets.

Methods MR MRR Hit@10
TransE 3385 0.226 50.1
DisMult 5110 0.431 48.9
ComplEX 5261 0.429 51.2
ConvE 5277 0.462 48.3
ConvKB 2554 0.248 52.5
ResE 3485 0.512 58.4

Table 4. Experimental results on FB15K-237 datasets.

Benchmarks Entities Relations
TransE 347 0.294 46.5
DisMult 254 0.241 41.9
ComplEX 339 0.247 42.8
ConvE 246 0.316 49.1
ConvKB 257 0.396 51.7
ResE 198 0.363 53.4

Prior research has demonstrated the competitive performance of TransE, a popular
model for knowledge graph completion tasks [13,16,17]. However, recent studies have
suggested that the CNN-based embedding model ConvE may outperform TransE under
certain conditions. Nevertheless, our experiments indicate that TransE remains a strong
baseline model, as it exhibits superior performance to ConvE on the WN18RR dataset with
respect to both indicators. These results suggest that ResE has the potential to excel in tasks
related to knowledge graph inference and warrants further exploration.

6. Conclusions

In this study, we introduced ResE, a novel embedding model designed to predict links
in knowledge graphs. The model leverages multiple layers of depth-separable convolution
and incorporates residual blocks with channel attention mechanisms. Our experimental
results demonstrate that ResE surpasses previously published models, including the closely
related TransE model, achieving outstanding performance on both WN18RR and FB15K-237
datasets with satisfactory metrics.

The superior performance of ResE on both datasets, as evidenced by the best mean
rank (MR) and highest Hits@10 scores, underscores its potential as a promising model for
knowledge graph completion tasks and warrants further investigation. In light of these
findings, future work should focus on several directions to further enhance the performance
and applicability of ResE.

Firstly, we plan to extend ResE to new applications where data can be formulated in the
form of triples, such as modeling relationships between different entities in various domains.
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This extension will enable researchers to explore the adaptability and generalizability of
ResE to diverse contexts.

Secondly, although ResE currently employs a comparatively shallow architecture in
contrast to typical convolutional models used in computer vision, our results underscore
the effectiveness of depth-separable convolution and residual blocks with channel attention
mechanisms in knowledge graph modeling. Consequently, future research could investi-
gate the potential benefits of deeper convolutional models, possibly leading to even more
significant improvements in performance.

Furthermore, given the rapid advancements in the field of deep learning and knowl-
edge graph representation learning, it is essential to stay up-to-date with new techniques
and developments. Incorporating state-of-the-art approaches into the ResE model will help
ensure its continued success and maintain its relevance in the research community.

In conclusion, ResE is a fast, expressive, and robust model that achieves excellent
results in knowledge graph completion tasks. The results of this study indicate that the
proposed approach has the potential to significantly contribute to the advancement of
knowledge in this domain. We anticipate that ResE will serve as a solid foundation for
future research endeavors, ultimately leading to further insights and breakthroughs in the
field of knowledge graph representation learning. By addressing these future directions
and keeping pace with the latest developments, we expect ResE to maintain its position as
a state-of-the-art tool for knowledge graph completion and facilitate the discovery of novel
relationships between entities across a wide range of applications.
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