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Abstract

:

Identifying the modulation type of radio signals is challenging in both military and civilian applications such as radio monitoring and spectrum allocation. This has become more difficult as the number of signal types increases and the channel environment becomes more complex. Deep learning-based automatic modulation classification (AMC) methods have recently achieved state-of-the-art performance with massive amounts of data. However, existing models struggle to achieve the required level of accuracy, guarantee real-time performance at edge devices, and achieve higher classification performance on high-performance computing platforms when deployed on various platforms. In this paper, we present a family of AMC models based on communication domain knowledge for various computing platforms. The higher-order statistical properties of signals, customized data augmentation methods, and narrowband convolution kernels are the domain knowledge that is specifically employed to the AMC task and neural network backbone. We used separable convolution and depth-wise convolution with very few residual connections to create our lightweight model, which has only 4.61k parameters while maintaining accuracy. On the four different platforms, the classification accuracy and inference time outperformed those of the existing lightweight models. Meanwhile, we use the squeeze-and-excitation attention mechanism, channel shuffle module, and expert feature parallel branch to improve the classification accuracy. On the three most frequently used benchmark datasets, the high-accuracy models achieved state-of-the-art average accuracies of 64.63%, 67.22%, and 65.03%, respectively. Furthermore, we propose a generic framework for evaluating the complexity of deep learning models and use it to comprehensively assess the complexity strengths of the proposed models.
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1. Introduction


Deep learning techniques have been successfully applied to many tasks in the communications field, e.g., channel state information estimation, orthogonal frequency-division multiplexing receivers, signal compression, signal detection, and signal classification [1]. Automatic modulation classification (AMC), a typical pattern classification task, is an intermediate process between signal detection and demodulation. Meanwhile, AMC is a technique for autonomous understanding and labeling of radio signals, and it is a key technology for spectrum interference monitoring, radio fault detection, dynamic spectrum access, intelligence reconnaissance, surveillance, and a variety of other applications. Owing to the accumulation of large amounts of data, algorithm development, and increased computing power, deep learning-based AMC methods have surpassed traditional expert feature (EF)-based methods in terms of accuracy and growth, and they have achieved state-of-the-art (SOTA) performance [2]. However, distinct application scenarios and devices have different requirements for the AMC algorithms during deployment. Owing to the limited processing capacity of edge devices, applications deployed on platforms such as drones, miniature robots, and unmanned vehicles, for instance, require AMC algorithms with lightweight properties. By contrast, applications tend to demand higher accuracy when data collected by various sensors is aggregated on a platform with high computing power, such as a server, for centralized processing. Therefore, in this paper, we focus on developing a family of models that can be adapted to platforms with different computational capabilities.



Existing deep learning-based AMC methods can be grouped into three categories: convolutional neural network (CNN)-based models [3,4,5,6,7], recurrent neural network (RNN)-based models [8], and hybrid models that combine a CNN and an RNN (CRNN) [9,10,11,12]. CRNNs construct models by considering both the spatial and temporal correlations of signals, and they can typically obtain better classification performance than CNNs and RNNs, which focus on either spatial or temporal features. However, high-accuracy models [5,8,10,11] generally involve larger model sizes and higher model complexity, which are not conducive to deployment on resource-constrained devices. In contrast, lightweight models [4,9] suffer from reduced performance and are difficult to adapt to data with different information densities, thereby resulting in models with high variance or high bias. Efficient models [3,12] maintain a trade-off between model complexity and classification performance by designing effective network structures and incorporating expert knowledge. This indicates that, while traditional domain knowledge-based approaches gradually lose out to deep learning-based approaches in terms of performance, incorporating domain knowledge into deep neural network designs is an effective way to improve model performance. Consequently, we are concentrating on developing a set of models based on domain knowledge, including lightweight, efficient, and highly accurate models for a variety of platforms. The lightweight model should be used on edge devices with limited computing power because it has fewer parameters, uses less memory, and has lower computational complexity. In terms of recognition performance, the high-accuracy model, which is primarily used for servers, should always perform better. The effective model is a trade-off between accuracy and performance and is an alternative to the previous two types of models.



Existing work takes full advantage of the powerful feature extraction capabilities of deep learning methods to improve the performance of AMC tasks across the board in terms of models, data, and training methods. However, existing research on AMC tasks suffers from three problems. (1) It is difficult for practitioners to select an appropriate and usable model for deployment and use from the diverse and complicated models available, as the scenarios, data, and platforms they face vary widely. (2) Existing methods do not place enough emphasis on domain knowledge of communication signals, and models are mostly based on temporal experience in areas such as images and speech. (3) There is a lack of a credible and comprehensive framework for assessing model complexity, and most analyses rely on only one or two indicators.



In this paper, we propose a family of flexible and configurable AMC network models. These models contain lightweight and efficient networks and are therefore abbreviated as LENet. The LENet family of models comprises a series of models with different capacities for platforms with different requirements and computational powers, i.e., LENet-T, LENet-S, LENet-M, and LENet-L. This nomenclature is similar to that of YOLOX and other popular family based models [13]. Based on domain knowledge, the proposed model employs a series of effective building blocks to achieve SOTA results across a wide range of models. To reduce the number of parameters and complexity of the models, separable convolution (SConv) and depth-wise convolution (DConv) are employed to construct convolution modules. In addition, a mobile inverted bottleneck convolution (MBConv) with squeeze-and-excitation (SE) [14,15] and a separable convolution with channel shuffle (SCCS) [16] and SE [17] in cascaded form are employed to extract discriminative features. To increase the feature diversity, we also extracted the higher-order cumulants (HOCs) [18] of the signals as an additional EF branch and fused them with the obtained features of the backbone network before outputting the final decision. We scale the proposed LENet models for different resource constraints by tuning the branches, network width, depth, convolution kernel sizes, and basic modules. For LENet-T with only 4.61k parameters, the inference time on all four platforms is much less than that of SOTA lightweight models, e.g., LBNet [4] and DAE [9]. We obtain an average accuracy of 62.38% on the RADIOML 2016.10A (2016A) dataset [19], surpassing LBNet and DAE by 4.54% and 1.49%, respectively. The average recognition of LENet-S surpassed the best classification model available on the 2016A dataset, despite having 4.87 times fewer parameters than the PET-CGDNN. LENET-M achieve an average classification accuracy of 64.63% on the 2016A dataset, and LENET-L achieves SOTA average classification accuracy of 67.22% and 65.03% on RADIOML 2016.01B (2016B) [19] and RADIOML 2018.01A (2018A) [2] datasets, respectively. In addition, we propose a multidimensional framework for evaluating the complexity of deep learning models and validate the advantages of the proposed model in terms of complexity.



Our primary contributions are summarized as follows:




	
We propose a family of AMC models based on domain knowledge for various platforms. The model can be configured for different resource constraints by tuning the branches, network width, depth, convolution kernel sizes, and basic modules.



	
The proposed model achieves significantly higher top-1 and average classification accuracy while having much fewer parameters than the existing SOTA models, among which the lightweight model, which has only 4.61k parameters, has the fastest inference speed across the four different computing platforms. The high-accuracy models achieve new SOTA average accuracies of 64.63%, 67.22%, and 65.03% on three benchmark datasets, i.e., 2016A, 2016B, and 2018A, respectively.



	
To assess model complexity, we developed a multi-dimensional evaluation system. This system includes a variety of metrics, including the number of parameters, floating point operations (FLOPs), storage usage, memory usage, and inference time, to provide a thorough and comprehensive evaluation of the model’s complexity.









2. Methods


2.1. Problem Formulation


Modulation classification can be treated as a multi-class decision problem. The goal of AMC methods based on deep learning techniques is to use a large amount of data to train and optimize a deep neural network model to identify the types of modulated signals. This involves two core elements: training data and a deep neural network model. The data mainly include data size, preprocessing, and distribution. The model is mainly concerned with the number of parameters, feature extraction ability, and inference efficiency. These directly determine the overall performance of the AMC methods. Figure 1 shows randomly selected examples of the IQ components and constellation diagrams for ten different modulation types from the 2016A dataset with SNR = 18 dB (It is worth noting that the modulation signals presented in the figure do not include AM-SSB modulation because our analyses reveal that the AM-SSB signals in the dataset do not match the characteristics of this type of signal and may only be channel responses. As a result, we removed this modulation-type data from the 2016A dataset.) However, there are differences between the IQ components or constellation diagrams. It is challenging even for a domain expert to distinguish between them owing to channel impairment. For example, QAM16 and QAM64 belong to the same modulation family, even with high SNRs, and it is difficult to visually distinguish them from the IQ components or constellation diagrams. As a result, we require models with strong feature extraction abilities that can also tackle the challenges presented by low data volumes, high signal noise, and high-order modulated signals.



The input of the deep neural network model is a complex base-band time-series representation of the signals received by the receiver. That is, we sample the IQ components of a radio signal at discrete time steps to obtain a   1 × N   complex-valued vector   y c  . The real form of IQ samples on the receiver side is expressed as follows:


   y r  =   [ ℜ   (  y c  )  T  , ℑ   (  y c  )  T  ]  T  =   [ y  ( 1 )  , y  ( 2 )  , … , y  ( N )  ]  T   



(1)







Deep learning-based AMC methods can build an end-to-end pipeline. After feeding the radio signals into the model, the deep neural network will automatically extract the signal features and output category information.



Mean cross entropy is commonly used as a loss function in multiclass classification problems. The network training process can be transformed into an optimization problem, where f is the objective function. The goal of network training is to minimize   f ( w )   for a dataset containing L samples in order to optimize the weight vector  w  of the network. The weights are iteratively updated such that    w k  →  w  k + 1     using samples of batch size   B k  . Typically, SGD and its variants [20] are employed as optimizers.


      min  w ∈  ℜ n    f  ( w )  : =  1 L   ∑  i = 1  L   f i   ( w )      



(2)






      w  k + 1   =  w k  − η   1  B k    ∑  i = 1   B k   ∇  f i   (  w k  )       



(3)




where  η  denotes the learning rate.




2.2. Network Architecture


Although the computational speed has improved owing to the rapid development of hardware, deep learning tasks are still severely constrained by the memory and processing power of real-world applications. Therefore, to retain performance, we want the network model to be more lightweight. The SE-MSFN [5] is a representative and extremely malleable network framework. The SOTA performance has been attained on numerous open-source benchmark datasets. Although it builds fundamental modules using only convolution, it is faster and requires less memory than RNN-type models with complex parameters (such as MCLDNN [11] and LSTM2 [8]). SE-MSFN remains too large for edge devices in AMC tasks.



The lightweight design of the deep learning model is no longer limited to the design of tiny networks because of the extensive use of lightweight modeling techniques such as pruning [21], quantization [22], and knowledge distillation [23]. As a result, we believe that designing a high-accuracy network using lightweight thinking is more valuable than directly designing a tiny model. That is, the core principle of network design in this study is to maximize network performance while effectively reducing model complexity. As a result, we expect the proposed high-accuracy model to outperform current SOTA models, such as SE-MSFN [5], LSTM2 [8], and MCLDNN [11], among others, in terms of classification performance, while having a significantly smaller model size. Compared to existing lightweight models, for example, DAE [9] and LBNet [4], on various platforms, the proposed model can significantly reduce the inference time while maintaining high classification accuracy.



Figure 2 shows the overall structure of LENet-L and LENet-T, while scaling the above two models yields LENet-M and LENet-S. LENet-L is the most complex model in the LENet family, which is divided into three branches: IQ, amplitude and phases (APs), and EF. An input module, a head module, an automated feature extraction module, and a fusion module comprise the entire network. LENet-L is the only network that uses the APs branch. LENet-T and LENet-S do not use HOCs as additional feature branches to improve inference efficiency. LENet-M and LENet-S use a simpler SCCS with SE module than LENet-L, which uses MBConv. There is no skip-connection between the main LENet-T modules, which we believe is critical for improving efficiency of the model. Table 1 details the configuration information of each model in the LENet family.



Figure 3 depicts the core modules of the proposed LENet models. To achieve a trade-off between performance and computational cost, several hyperparameters in the model are set as follows: G = 2 for the channel shuffle (CS), r = 2 for the SE module, and n = 4 for the header block2.



Below is a brief description of each model in the LENet family.



LENet-T is a tiny model for edge devices with limited computational power. Because it does not use multi-scale patterns in its feature extraction backbone module, it uses only one skip connection in the header block to improve the model’s performance, ensuring that the model captures more discriminative features. We believe that the header block is critical and that the model should be configured based on the data characteristics and feature extraction backbone module. For example, if both the header block and feature extraction backbone are strong for data with a sample length of 128 and a few higher-order modulation types, such as 2016A, they could easily lead to overfitting the data. Consequently, we use a more complicated header block in LENet-T. The structure of Head block2 is shown in Figure 3. We start by feeding the original signals into a standard convolution of stride 2 and then building a skip connection with a pointwise convolution. The backbone consists of four SCCS (n = 4) modules and a DConv convolution.



LENet-S is positioned as a model with balanced performance and complexity, that is, an effective model that employs a simpler header block than LENet-T while employing a multi-scale feature extraction and fusion model in the feature extraction backbone, slightly increasing the complexity of the model but significantly improving the classification performance.



Both LENet-M and LENet-L are high-accuracy models. By scaling up the filter and convolution kernels and adding a domain knowledge-based feature extraction branch, LENet-M improves the feature extraction capability of the model. LENet-L adds a new input to LENet-M, resulting in a model with two feature extraction backbone branches, thereby increasing the model’s complexity and feature extraction diversity.



The following is a more detailed model design concept:



1. Lightweight modules are used to build the basic modules of the network. Existing high-accuracy models can effectively extract the spatial and temporal features of the original signals; however, such models typically have high model and computational complexities. The proposed LENet models employ DConv and SConv. Compared with standard convolution, DConv only performs convolution on each channel separately, and SConv first performs a DConv operation followed by a 1 × 1 pointwise convolution operation that mixes the resulting output channels. This factorization significantly reduces the computational cost and model size [14]. This study mainly uses depthwise separable convolution with a channel shuffle (SCCS) [16] to build the basic module. The SCCS module can provide an excellent balance between representation capability and computational cost.



The 1D convolutional layer is parameterized as follows:


   C i  ,  C o  , f , k , s ,  h i  ,  h o   



(4)




where   C i   and   C o   represent the numbers of channels in the input and output feature maps, respectively. f is the number of convolutional filters with values equal to   C o  , k is the dimension of the 1D convolutional kernel, s is the convolution stride, and   h i   and   h o   are the input and output feature map dimensions, respectively. Ignoring the bias and assuming a stride of one and padding, the number of parameters for the standard convolution, DConv, and SConv are   P s  ,   P  d c   , and   P  s c   , respectively.


     P s     = k ×  C i  × f       P  d c      = k ×  C i        P  s c      = k ×  C i      



(5)







The FLOPs metric is commonly used to measure the complexity of deep neural network models [9,14,15,16,17]. The FLOPs for standard convolution, DConv, and DSConv are   F s  ,   F  d c   , and   F  s c   , respectively.


     F s     = 2 × k ×  C i  × f ×  h i  ×  h o        F  d c      = 2 × k ×  C i  ×  h i  ×  h o        F  s c      = 2 × k ×  C i  ×  h i  ×  h o  +  C i  × f ×  h i  ×  h o      



(6)







It is clear from the above equations that using DConv and SConv instead of standard convolution can significantly reduce the number of parameters and FLOPs. However, neither of these two convolutional modules can alter the number of feature channels. Pointwise convolutions can help with information fusion between channels and change the dimensionality of channels. Even so, using pointwise convolutions in lightweight networks is not cost-effective. A CS operation can accomplish this in an efficient and elegant manner. Considering a convolutional layer with g groups whose output has   g × n   channels. In the SCCS module, we perform CS operation by first reshaping the output channel dimension into   ( g , n )  , transposing it, and then flattening it back as the input of the next layer [16].



Additionally, since multiplexing greatly decreases model efficiency, we believe that residual connections and multi-branching structures should be present at the absolute minimum in lightweight models. As a result, LENet-T uses a simple serial structure.



2. Utilize the attention mechanism to boost the model’s capacity for feature extraction. We employ squeeze-and-excitation (SE) attention [17]. In order to learn the relationship between each channel and determine the weight of various channels, the SE mechanism first squeezes the feature map to acquire the global feature of the channel level. It next executes an excitation operation on the global feature. To obtain the final feature, the original feature map is multiplied. With the assistance of this attention mechanism, the model is able to suppress the unimportant channel aspects and focus more on the features of the channel that contain the most information. Another consideration is the SE module’s generic nature, which makes it simple to integrate into the network architecture. In our model, we use SE attention at almost every stage of the model, and although this will increase the number of parameters in the model, it will significantly improve the model’s ability to recognize signals with low SNRs.



3. Multi-scale feature extraction and fusion. Recent developments demonstrate that SOTA performance may be achieved over a wide range of deep learning tasks using multi-scale feature representation learning [5,24]. Due to this, as the number of network layers rises, the network’s receptive field gradually expands and its capacity for semantic representation rises as well. However, this also significantly reduces the signal’s resolution, resulting in the increasingly blurry appearance of many finely detailed features after multi-layer convolution operations. The retrieved features from the shallow neural network are less semantic but have a narrow receptive field and a good capacity to convey precise information. As a result, we use a cascaded multilevel network to extract the multi-scale features of the signals and a multi-scale feature fusion method to improve the model’s feature extraction capability to obtain powerful semantic features. Then, as illustrated in Figure 3, we develop two different types of convolution modules: MBConv with SE [14,15] and SCCS with SE in cascaded form, to extract robust and discriminative features from noisy radio signals. Since SCCS is lighter than MBConv, it is used in LENet-T, LENet-S, and LENet-M. Using HRNet [24] feature fusion mode, the feature output from two cascaded blocks is fused in the fusion and output stages. During the classification stage, global average pooling (GAP) is used to obtain the aggregated features. Using the SoftMax function, the output is further converted to the likelihood that the input signal belongs to each potential modulation type.



4. Improve the backbone network by adding more feature branches. The features of the signal, such as higher order statistics (HOS), higher order cumulants (HOCs), spectral correlation function, cyclic correntropy spectral density, etc., are often retrieved manually in classic feature-based AMC systems [25,26]. The features are then fed into the classifier, e.g., such as a decision tree, a support vector machine, or a multi-layer convolutional network, for testing and training; however, it can be problematic to get superior classification performance with these techniques. It is challenging to accurately capture the signals so that the classifier can achieve strong generalization ability since manual characteristics are biased.



As a result, we augment the deep neural network with the manually derived HOCs to improve the model’s classification performance. The HOCs [18] of the signals are extracted as an additional EF branch. In the feature extraction stage, we first reshape the data from   N × 2   to   N × 2 × 1  ; thus employing a 2D CNN. The first convolution layer adopts standard convolution, which can effectively preserve the spatial relationship between the IQ components because the I and Q components at each time step have strong correlations.



Furthermore, in LENet-L, we also build a branch in parallel with the backbone network using the APs of the signal converted by the IQ components to produce discriminative classification features. Finally, before GAP, the features extracted from the two branches are concatenated. The model would have to be twice as large as before as a result. At the same time, large-scale models run the risk of overfitting for small datasets.



5. By adjusting the network width, depth, and convolution kernel sizes and modules, the proposed model can be scaled for different resource constraints. We configure the LENet models with custom modules and parameters {  f , k s , d  }, resulting in a series of models, namely, LENet-T, LENet-S, LENet-M, and LENet-L, where f is the number of output filters in the convolution and   k s   is the size of the convolution kernel. The units of the dense layer in the additional EF branch are represented by d. Table 1 lists configuration information.



Equation (3) describes the mathematical representation of a deep neural network from an optimization point of view. Considering the inputs  x  and outputs  y  of the neural network, we can represent the proposed LENet as a deep neural network with M layers as the composition of M functions [27].


     y = F  ( x ; θ )  =  (  f M  ∘ ⋯ ∘  f 1  )   ( x )      



(7)




where ∘ denotes the composite mapping. Each   f i   is dependent on the parameter   θ i  , and  θ  represents the parameter set    θ 1  ,  θ 2  , ⋯ ,  θ M   . Thus, for LENet-T, LENet-S, LENet-M, and LENet-L, contain different layers of the network, i.e., have different M. Thus, when a sample is input, the output will be different due to the difference in network structure.



Table 1 shows that only the raw IQ components of the signals are used as the model’s input in the lightweight model LENet-T. This is due to the shallow depth of LENet-T and the small number of feature maps, i.e., filters, f = 16. The feature’s dimension in the GAP layer is only 32. The fused features will be difficult to distinguish between primary and secondary if the HOCs branch is used, affecting the final decision output.



Additionally, LENet-T employs a more intricate residual structure in the head module. This is due to there being only one SCCS module with SE in LENet-T’s feature extraction module. Enhancing the feature extraction ability of the head module is therefore helpful for boosting the feature extraction ability, which greatly reduces computation cost while maintaining accuracy. Downsampling and upsampling are not included in the feature fusion step exactly because the feature extraction module of LENet-T has just one scale.




2.3. Incorporating Domain Knowledge to Create CNN-Based Models


Modulated signals have unique properties that distinguish them from image, audio, and textual data.



1. Intraclass diversity. As shown in Figure 4, The characteristics of the same class of signals in the time-frequency domain may differ significantly for different SNRs. Both the IQ component and the constellation diagram gradually drown in noise due to the influence of channel impairments such as center frequency offset, sample rate offset, additive white Gaussian noise, multipath, and fading. This makes it difficult to extract effective signal features for signal classification.



2. Inter-class similarity. Signals from different classes may demonstrate similar features in the time-frequency domain owing to the influence of channel impairments. As illustrated in Figure 1, several members of the same family of radio signals, such as QAM16 and QAM64, have strikingly similar properties in the time-frequency domain, even under high SNR conditions. In addition, this circumstance could arise among the various modulation families. For instance, at SNR = 10 dB, AM-DSB and WBFM in Figure 4 exhibit striking similarities in their properties. The IQ components of AM-DSB and WBFM are challenging to identify when the SNRs are low, such as SNR < 0 dB, as shown in Figure 4b,c, the IQ components of AM-DSB and WBFM are difficult to show their distinguishing characteristics. This leads to confusion between the classes.



3. Serial correlation. The modulated signal data takes the form of an   N × 2   dimensional strip array with I and Q components, each of which has strong correlation and physical properties.



Considering the above characteristics of the modulated signals, three methods incorporating domain knowledge are used to build the CNN model: an additional expert feature extraction branch, a practical random data augmentation method, and a   k × 2   convolution kernel. The additional feature branches allow the model to acquire more discriminative features. By focusing on the correlation between the I and Q components, the   k × 2   convolution kernel improves the relevance of feature extraction. Data augmentation methods reduce the impact of noisy data by transforming the original data while improving the generalization ability of the model.



The HOCs are estimated from the received signal and are effective discriminators for many feature-based methods [2,18]. Generally, HOCs can be expressed as functions of high-order moments (HOMs). For a received signal   y c  , let    M  p q   = E  [  y  c   p − q     (  y  c  *  )  q  ]    be the pth order moment, where q is the power of the complex conjugate signal   y  c  *  . The HOMs used for the EF branch in the proposed model include   C 20  ,   C 21  ,   C 40  ,   C 41  ,   C 42  ,   C 60  ,   C 61  ,   C 62  , and   C 63  . The relationship between the HOCs and HOMs is summarized in the literature [18]. Common relational expressions are given as follows.


     C 20     =  M 20        C 21     =  M 21        C 40     =  M 40  − 3  M  20  2        C 41     =  M 40  − 3  M 20   M 21        C 42     =  M 42  −    M 20   2  − 2  M  21  2        C 60     =  M 60  − 15  M 20   M 40  − 30  M  20  3        C 61     =  M 61  − 5  M 21   M 40  − 10  M 20   M 41  − 30  M  20  2   M 21        C 62     =  M 62  − 6  M 20   M 42  − 8  M 21   M 41  −  M 22   M 40  + 6  M  20  2   M 22  + 24  M  21  2   M 20        C 63     =  M 63  − 9  M 21   M 42  + 12  M  21  3  − 3  M 20   M 43  − 3  M 22   M 41  + 18  M 20   M 21   M 22      



(8)







The proposed algorithm has a theoretical computation complexity of   O ( M N )   [25]. N is the total length of the signal, and M is the order of the high-order transform.



The APs of modulated signals are generally used as the input of the RNN structure network [8,28], indicating that the APs contain rich signal features in comparison to the original IQ representation. As a result, we feed them into a feature extraction branch of LENet-L, and the conversion relationship between IQ and AP is as follows:


        A   =      I 2  +  Q 2        ϕ   =    arctan 2 ( Q / I )         



(9)







The phase, which is expressed in radians, is normalized between −1 and 1, and the amplitude vector is L2-normalized.




2.4. Random Data Augmentation for AMC


The model becomes sensitive to samples with low SNRs and forms memories for training data, decreasing the model’s ability to generalize on new datasets. Deep neural networks for AMC are powerful, but they exhibit undesired behaviors, particularly in the absence of a huge amount of data. It has been demonstrated that using data augmentation techniques for the APs of the modulated signals increases the accuracy of signal classification tasks [28]. However, data augmentation methods that excel on one dataset could struggle with another. Similar incidents may occur in various neural network models. Numerous automatic data augmentation techniques, such as AutoAugment [29], have been suggested as a result. However, such search algorithms are extremely sophisticated and require a large search space. The effectiveness of data augmentation is strongly influenced by the quantity of the target dataset and the deep neural network model. RandAugment [30], a random data augmentation strategy for vision problems, employs a straightforward grid search approach. It is constructed from augmentation transforms such as color jitters, rotation, and random crops. This method is straightforward and has low computational complexity. However, these transformations cannot be applied directly to radio signals.



SigAugment [31] is an automated data augmentation method specifically designed for modulated signals, and it has shown outstanding performance on small sample sizes and unbalanced category datasets.



The lightweight model proposed in this paper has a small capacity of only 4610 trainable parameters. SigAugment, as a regularization technique, is mainly used to suppress overfitting of the model, which may lead to underfitting if a very strong data augmentation strategy is used. Therefore, we selected only four transformations from the transformation pool: rotation, flip, channel shuffle, and inversion. Figure 5 illustrates these four transformations in detail.




2.5. Strategy for Hyperparameter Optimization


Along with network models, data quantity, and annotation quality, recent deep learning-based projects have also shown the impact of hyperparameters such as learning rate, batch size, and optimizer. There are contradictory results from existing studies on the effect of batch size on model classification effectiveness [32,33,34,35]. Research conducted on the MNIST and CIFAR-10 datasets has found that classification accuracy increases with batch size [32]. The majority of research contends that, particularly when the data set is small, lowering the learning rate and employing small batches can improve the model’s training. Large batch sizes can significantly speed up model training by improving the effectiveness of parallel computing [33,34,35], but small batch sizes can make the model converge more quickly and robustly than large batch sizes. These studies investigated the impact of batch size on convergence speed and accuracy in visual tasks from the perspective of gradient updates.



Batch sizes   B k   in existing studies are typically set to powers of two, such as 16, 32, 64, and 128. However, there is a significant distinction between communication and image data. DueB.wing to the presence of channel impairment, the SNR of the sample fluctuates over a wide range during the modulation signal classification task, for example, −20 dB to 30 dB. This leads to a significant difference between the samples with different SNRs belonging to the same modulation category. When training the neural network, we divide the out-of-order samples into batches and feed them into the network. The loss function of the tiny gradient representation network is slightly variable in each batch update parameter process when utilizing a small batch size, especially for modulation signal data with a wide SNR range, indicating that the gradient update is noisy. The network steadily updates the parameters along the direction of the loss function if a large batch size is utilized, especially for small datasets, which is not good for the model’s training. This implies that the acute minima can be eliminated more easily with small batch sizes. At the same time, it’s important to remember that the term “small” used here refers to the size of the training dataset as a whole. In other words, we cannot set the batch size too small because this will not only fail to improve performance but will also reduce training efficiency. Therefore, the strategy presented in this study enables flexible batch size selection, depending on the size of the dataset.





3. Results and Discussion


3.1. Experimental Settings


To verify the superiority of the proposed LENet models, we conducted quantitative modulation classification experiments on the 2016A, 2016B, and 2018A datasets. The 2016A and 2016B datasets are synthetic datasets generated with GNU radio, comprising 11 and 10 modulation types with 220,000 and 1,200,000 samples, respectively. It should be noted that because the AM-SSB modulation signals could only be the channel response, they are removed from the 2016A dataset. The dimension of each sample is 128 × 2. The 2018A dataset contains 24 modulation types, each of which is provided at 26 different SNR values ranging from −20 dB to 30 dB with 2 dB intervals, providing a total of 2,000,000 samples. Each sample has a length of 1024. Channel impairments primarily include the frequency offset, sample rate offset, and AWGN. To facilitate a fair comparison, we follow the strategy used in most studies and divide the 2016A and 2016B datasets into training, validation, and test sets at a ratio of 6:2:2 and the 2018A dataset at a ratio of 8:1:1. More details on the division of the data set can be found in Table 2. All the models are trained for 300 epochs using the Adam optimizer and categorical cross-entropy loss. All accuracy results, unless otherwise specified, are based on the test dataset.



In addition, our hyperparameter optimization strategy is as follows: we set different batch sizes for datasets of different sizes. For example, we train the 2016A, 2016B, and 2018A datasets with two graphics processing unit (GPU) cards and set the batch sizes to 128, 512, and 2048, respectively. We adopt a cosine schedule and a warm-up strategy to adjust the learning rate. The initial learning rate is set to   4 ×  10  − 4    . The training process is terminated when the validation loss do not drop for 50 epochs or when the number of training epochs reaches 300. TensorFlow [36] is employed to train the models, and all the models are trained using two Tesla P100 or TITAN V GPU cards. Our hyperparameter optimization strategy improves the performance of the SOTA models used for comparison. We use the above hyperparameter optimization strategy to train SOTA models for comparison and discussion, and the settings for training SOTA models in the original literature are only used for the first set of comparison experiments for a fairer comparison. The deep learning framework utilized for all deep learning models is TensorFlow 2.5.0.



The 2016A dataset contains 20,000 samples of each modulation type and 1000 samples for each SNR. The results of training the model on such a small dataset are subject to large fluctuations. Consequently, all experiments on the 2016A dataset are repeated three times to improve experimental reliability. Owing to computational power constraints, data augmentation, ablation studies, and complexity analysis experiments are conducted using the 2016A dataset.




3.2. Comparison with SOTA Models


To evaluate and compare the model complexity and performance, several metrics are used, including the number of parameters, FLOPs, inference time, average classification accuracy, and highest classification accuracy. FLOPs is widely used to measure the complexity of deep neural network models. However, it is not a comprehensive measure of the complexity of a model. The final speed of a model is affected by factors such as memory bandwidth, optimization, central processing unit (CPU) pipeline, and cache, in addition to the amount of computation. As a result, we also provide a model’s inference time metric, which measures the model’s speed by running it 10 times in a row and taking the average elapsed time. This greatly reduces the error caused by processors or GPUs performing other tasks while the test is running.



The SOTA benchmark models used for comparison include lightweight models, including LBNet [4] and DAE [9], efficient models, including MCNet [3], and PET-CGDNN [12], and high-accuracy models, including SE-MSFN [5], LSTM2 [8], CLDNN [10], and MCLDNN [11]. In addition, when implementing the DAE, we removed the dropout layer after repeated tests because dropout in our experiments would make it difficult to match the results in the original literature by drastically reducing the performance of the DAE. When implementing the RNN structural models, for example, LSTM2 [8], CLDNN [10], and MCLDNN [11], and DAE [9], we use CuDNNLSTM instead of LSTM units for CUDA parallel processing to accelerate model training and inference.



Figure 6 shows the mean of the classification accuracy curves achieved by the 12 models over all SNRs on the three benchmark datasets. Because of the small size of the 2016A dataset, the results are obtained by taking the average of three experiments to increase the reliability. Figure 6a,b and Table 3 show that using our proposed hyperparameter strategy improves the performance of all SOTA models. Our proposed models, on the other hand, achieve better classification accuracy across all SNR intervals. They outperform the existing model by 3.04%, 0.69%, 0.62%, 1.41%, and 0.53%, respectively, in the five SNR intervals and the highest accuracy. It is worth noting that our lightweight model LENet-T outperforms the current SOTA lightweight models (e.g., LBNet, DAE). The SOTA average recognition accuracy over all SNRs achieved by our high-accuracy model LENet-M is 64.63% (the results of the three experiments are 64.72%, 64.43%, and 64.73%, respectively). The accuracy curves and statistical results of the existing models employing our hyperparameter optimization method are illustrated in Figure 6b and Table 3. The results show that our hyperparameter optimization strategy can greatly improve the performance of existing models.



Comparing Table 3, Table 4 and Table 5 reveal that our high-accuracy models LENet-M and LENet-L outperform existing SOTA models for almost all SNRs. The gains of our proposed models are most noticeable at low SNRs, e.g., in the 2016A dataset, where LENet-M outperforms SE-MSFN, LSTM2, CLDNN, and MCLDNN by 2.85%, 2.04%, 7.49%, and 2.39% on −10 dB to −2 dB, respectively. LENet-T outperforms LBNet and DAE in lightweight models by 3.21% and 3.92%, respectively. In particular, LENet-L outperforms the current best model SE-MSFN in the extremely low SNRs conditions from −20 dB to −12 dB, 7.17% higher, and 2.11% higher from −10 dB to −2 dB, with an average accuracy of 67.22% over all SNRs on the 2016B dataset. When the SNRs is higher than 8 dB on the 2018A dataset, the average accuracy of LENet-S, LENet-M, and LENet-L is 98.28%, 98.73%, and 98.86%, respectively. However, SE-MSFN, which has 98.17% classifcation accuracy, is the best model in the current model. Unfortunately, on the 2016 A dataset, LENet-L does not outperform LENet-M in classification performance. In contrast, LENet-L outperforms LENet-M on the 2016B and 2018A datasets, with the 2016B dataset being a larger version of the 2016A dataset. As LENet-L is trained on small-scale data, it may overfit the samples.



Subsequently, we chose the lightweight models DAE and LENet-T, as well as the high-accuracy models LSTM2 and LENet-M, as representative models to compare and analyze the recognition, confusion, and training convergence of each modulation type on the 2016A dataset. Figure 7 depicts the classification accuracy of representative models for various SNRs. The accuracy curves demonstrate that the following two aspects are indeed the common factors that affect the classification performance of the four models: On the one hand, even at high SNRs, it is extremely challenging to accurately identify WBFM signals. According to Figure 4c, the characteristics of the IQ components of the WBFM signals are elusive under different SNR conditions, and at 10 dB, the randomly selected samples show very similar characteristics to the AM-DSB signal. This seems to be primarily due to audio silence periods as modulated signals are generated from real audio streams [2]. On the other hand, as SNR falls below 0 dB, even for high-accuracy models, signal classification performance suffers significantly. It is worth noting that the proposed lightweight model LENet-T outperforms DAE at high SNRs for QAM16 and QAM64 signals.



Figure 8 illustrate the confusion matrixs for selected models at 0 dB on the 2016A dataset. Since the modulated signals are generated from real audio streams with silence periods, distinguishing AM-DSB and WBFM signals is difficult [8]. Due to the fact that QAM16 is a subset of QAM64, there is some confusion regarding the pair. Even so, we can clearly see that our proposed LENet-M outperforms LSTM2 in distinguishing between QAM16 and QAM64. Both LENet-T and LENet-M use data augmentation, SE modules, CS modules, and   k s ×  2 convolution kernels. The difference between the two models is that LENet-M has a larger model capacity, specifically a larger convolutional kernel, a deeper model structure, a larger number of filters and expert feature branches. The feature extraction capability of the model is therefore the main determinant of whether QAM16 and QAM64 can be effectively distinguished. Furthermore, the proposed LENet-T outperforms the DAE [9] in the recognition of 8BPSK, AM-DSB, QAM16, and QPSK signals.



Figure 9 shows the training process curves for the selected models. First, we notice that, in comparison to DAE, the validation loss and accuracy of LENet-T oscillate significantly in the early stage of training, and converge smoothly after 200 epochs while the convergence of training loss and accuracy is worse than that of DAE [9], and the validation loss and validation accuracy of LENet-T are better. The training and validation accuracy are nearly equal, indicating that the model avoids overfitting better and thus has better generalization performance. The training jitter may be caused by the fact that LENet-T has a small number of parameters and the model fluctuates in the validation set when using stronger data augmentation and simply takes longer to train to reach convergence. Convergence times for lightweight models are typically longer. Regarding the high-accuracy models, The LSTM2 is the fastest to converge, but the gap between training and validation accuracy is very big, the validation loss begins to rise after 30 to 40 epochs, and the model may overfit the training data. Our proposed LENet-M converges better and smoother than LSTM2 and outperforms it on the validation dataset.




3.3. Data Augmentation


The following two sets of experiments are conducted to study the impact of data augmentation on deep learning-based models. The first set of experiments evaluates the hyperparameter settings of SigAugment, and the results are listed in Table 6. The recognition accuracy of each SNR interval improved as the value of S increases. When S = 4, training LENet with SigAugment yields the best results on the 2016A dataset. As shown in the table, the model performance is more stable, the standard deviation of recognition accuracy is smaller for each SNR interval, and the full SNRs performance improvement is primarily due to signal classification in the [−10 dB, 2 dB] interval, whereas recognition performance at other SNRs does not differ significantly. This indicates that diversifying the data augmentation combinations used during the training phase substantially improves the model performance and increases the model’s robustness. As a result, the default value of parameter S is set to 4 in all subsequent experiments.



The second set of experiments verifies the effectiveness of the proposed random augmentation method when training LENet-S. The results are presented in Table 7. Compared to not using any data augmentation, the rotation, flip, channel shuffle, and inversion data augmentation methods alone improve the average accuracy of LENet-S on all SNRs by 1.22%, 0.39%, 0.70%, and 0.82%, respectively. The proposed method improves the average accuracy by 1.72%. The improvements in the [−10 dB, −2 dB], [0 dB, 10 dB], and [12 dB, 18 dB] intervals are 2.19%, 1.38%, and 1.22%, respectively. This indicates that the SigAugment method not only improves the model’s recognition performance for high SNR signals but also significantly improves the model’s recognition performance for low SNR signals.




3.4. Ablation Study


We also performed an ablation study to verify that each component of the proposed LENet models is critical. The experimental results are listed in Table 8. As can be seen, all components in LENet-M are indispensable in terms of performance improvement. The proposed data augmentation and SE attention mechanism have the greatest impact on LENet-M. Without these two components, the model’s average classification accuracy decreases by 1.45% and 2.21%, respectively. These reductions are primarily due to the very low SNRs intervals, e.g., −10 dB to −2 dB, which have accuracy reductions of 2.97% and 3.15%, respectively. The previous section discussed and analyzed the impact of the SigAugment approach in detail. In addition, our proposed model employs SE attention in multiple stages, making it well adapted to low-SNR signals. Furthermore, the EF branching and CS mechanisms slightly improve model classification performance. The incremental contributions of the average classification accuracy are 0.36% and 0.16%, respectively.




3.5. Complexity Analysis


We have created a framework to assess the complexity of deep learning models, with a focus on multi-platform compatibility. The framework diagram is shown in Figure 10. It consists of three main aspects: platforms, variables, and metrics. Platforms encompass servers, desktops, and edge devices, while variables refer to hardware and software resources, hyperparameters, input data size, etc., used throughout the model inference process. Model complexity is gauged through a combination of model-specific information and evaluation metrics gathered during testing.



We classified the comparison models into three categories: lightweight, effective, and high-accuracy. We evaluate the model’s complexity on various platforms in terms of the number of parameters, FLOPs, storage usage, memory usage, and inference time. The model import time, data preprocessing time, and result inference time are all included in the inference time. The results are the average of ten replicated experiments. Furthermore, since the CPU and GPU on the P4 platform share 8 GB of memory, we recorded the memory usage of the CPU and GPU on the P4 platform.



Four representative computational platforms are selected. Platform 1 is a Rackmount server powered by an Intel(R) 2.2 GHz Xeon(R) Silver 4114 processor and a Tesla P100 GPU card with a compute capability of 6.0. Platform 2 is a tower server that features a 3.10 GHz Intel(R) Xeon(R) Gold 6242R processor and a TITAN V GPU card with a compute capability of 7.0. Platform 3 is a laptop with a 2.3 GHz Intel(R) Core(TM) i7-11800H CPU and an Nvidia RTX3060 GPU card with an 8.6 compute capability. Platform 4 is the NVIDIA Jetson Xavier NX, an ultra small AI edge-end device for drones, portable devices, small robots, smart cameras, and high-resolution sensors. The device features a 6-core NVIDIA Carmel ARMv8 processor and a Xavier GPU with a computing capability of 7.2. Jetson Xavier NX uses a system-on-module architecture with 8 GB of memory shared between the CPUs and GPUs, and we choose the power mode: 20w, 6core. These platforms are denoted as P1, P2, P3, and P4, respectively.



As shown in Table 9, our proposed lightweight model LENet-T has the fewest number of parameters and inference time, where the number of parameters of LENet-T is 10.45% and 30.79% of those of LBNet and DAE, respectively. The inference times of LENet-T are 82.92%, 55.89%, 58.80%, and 86.31% of that of LBNet, and 77.23%, 46.16%, 40.38%, and 69.38% of that of DAE on the four platforms, respectively. Although DAE has the least FLOPs, its inference time is higher than that of LENet-T, due to the fact that CNNs do not have the sequence-dependence problem of LSTM, and thus can operate more efficiently in parallel. The gap between the model storage utilization and memory utilization of LENet-T and DAE is small. Except for edge-end platform P4, the memory utilization and inference time of the same model do not differ significantly across platforms. With an increase in GPU computing power, memory utilization generally increases and the inference time usually decreases.



The above inference time is obtained with a fixed batch size, whereas increasing the batch size typically increases memory consumption and improves the utilization of the GPU card, thus improving the processing efficiency, but only if the memory required for the processed data do not overflow. This highlights the importance of the memory usage of the GPU card, in addition to the inference time. In other words, a model with a small memory footprint enables the GPU to handle significantly more data concurrently, resulting in a faster processing time for equivalent batches of data. Additionally, when the batch size reaches a specific level, the larger the model, the more memory is consume. In particular, on the P4 platform, the GPU and CPU share 8 G of memory, and when the neural network performs inference on the GPU, the CPU must also process the task and occupy memory. The inference time results of the P4 platform are a concrete manifestation of this. For a single sample, our proposed lightweight model LENet-T requires approximately half the inference time of LBNet and DAE, whereas the average memory usage of LENet-T on multiple platforms is 43.02% and 111.56% for LBNet and DAE, respectively.



However, we also note that MCNet and CLDNN outperform LENet-T in terms of inference time when using a batch size of 128. In the following, we use four sets of experiments to gain further insight into the relationship between hardware platform, parameter settings and model inference time. We choose MCNet, LSTM2, CLDNN and LENet-T as representative as they illustrate the benefits of inference speed on different platforms. The experiments are: (1) the effect of batch size on inference speed on the server platform P2, (2) the effect of batch size on inference speed on the edge platform P4, (3) the use of CPU for inference, and (4) the effect of signal length on inference speed. The first three sets of experiments are performed on the 2016A test set, and the fourth set of experiments is performed on the 2018A dataset.



Table 10 and Table 11 show the inference speed and memory consumption of each model on the P2 and P4 platforms using different batch sizes. In general, the inference time decreases and then tends to be constant as the batch size increases. This may be related to the memory bandwidth of the device and the speed of data generation. On P2, LENet-T achieves the maximum gain in inference time at large batch sizes, followed by CLDNN and MCNet. On P4, increasing the batch size causes the LSMT2 and CLDNN models to quickly run out of memory, as the CPU and GPU in the device share 8 GB of memory. When the batch size is larger than 512, it is difficult to improve the inference speed of MCNet and LENet-T. Based on the above experimental results, we can see that: (1) an accurate representation of the inference speed of the models requires a comprehensive consideration of various factors such as batch size, device memory resources, model structure and model size; (2) models with small size, such as MCNet and LENet-T, usually occupy less memory. In this case, increasing the batch size appropriately according to the device situation can effectively improve the inference speed of the model. Such models are more advantageous on resource-constrained platforms.



The inference results on the CPU platform are shown in Table 12. Both LSTM2 and CLDNN use LSTM units to build their models, and these types of RNN-based networks are highly dependent on the underlying cuda acceleration for inference. To verify this, we used only CPUs for inference on the P4 platform. This scenario is common in real-world applications where many edge devices do not have embedded GPUs. The inference speed of MCNet is better than LENet-T because MCNet uses a smaller convolutional kernel than LENet-T, but LENet-T has a higher classification accuracy. As shown in Table 3, LENet-T outperformed MCNet with an average accuracy of 5.51% on the 2016A dataset. And in this paper, for all RNN networks, we used CuDNNLSTM instead of LSTM on the GPU platform to make a fair comparison.



Table 13 shows the model inference on the 2018A dataset. The signal length in 2018A is 1024. Compared to the signal length of 128, the FLOPs of LSTM2 increases from 1.32 M to 5.91 M, and the number of CLDNN parameters increases by a factor of 8. When the batch size is 128, these two models suffer from memory overflow on the P4 platform. However, MCNet and LENet-T have comparable time complexity.



In summary, LENet-T has a smaller size and consumes less memory on various platforms, and is therefore able to use a larger batch size, thus increasing inference speed. models with RNN structures, such as LSTM2 and CLDNN, require a greater sequence length of data and computational resources of the platform. LENet-M and LENet-L are recommended for applications requiring higher accuracy metrics, while LSTM2 and CLDNN are more suitable for resource constrained CPU or GPU edge computing platforms where a balance between accuracy and inference time is required.



In addition, it should be noted that the proposed high-accuracy model, LENet-M, has a significant time complexity overhead when using EF parallel branching, as the HOCs are computed using the CPU, while the GPU is parallelized only after data generation. This causes a dramatic decrease in GPU utilization, which is often only 2–3%. Additionally, the inference time of the model dramatically decreases when a more powerful CPU is used. Therefore, for scenarios with higher accuracy requirements in real-world applications, we advise employing larger-scale networks, such as LENet-M. Alternative optimization strategies include giving up the accuracy gain of the EF parallel branch focusing on achieving a tradeoff between speed and time complexity, or integrating the computation of HOCs onto GPUs to increase the effectiveness of the model’s parallel processing. Future work will study how our method can be applied to other scenarios, for example, testing data in real-world communication environments rather than data generated by GNU radio, few-shot learning, noise-oriented semi-supervised learning, higher-order modulated signal identification, etc. In particular, we wish to deploy our model on a mobile platform such as a UAV, and the algorithm can process the radio signals received from the receiver in real time.





4. Discussion


Q: “Data augmentation can significantly improve the performance of deep learning models, so is data augmentation enough for AMC tasks?”



From existing research, the gains from data augmentation for deep learning models are significant, especially when the data size is small and the categories are uneven. We can see this from recent work on this topic [28,31].



However, data augmentation does not solve all the problems in the AMC task. Data augmentation is a set of techniques to artificially increase the amount of data by generating new data points from existing data.The effect of increased data is to enhance the invariance of the model for certain transformations [37]. With regard to data augmentation methods, existing research has shown that the relative gain from applying data augmentation is smaller the more complex and the larger the data set. In other words, for complex and diverse data, the application of existing data augmentation approaches is still limited [38].



We conducted additional experiments on the 2016B dataset applying the same data augmentation strategy to train the LSTM2 model. Figure 11 shows a comparative analysis of LSTM2 and LENet-L, where the average accuracy of LSTM2 and LENet-L on 2016B is 65.25% and 67.22%, respectively. When the signal-to-noise ratio is high, the recognition accuracy of the two models is similar. However, when SNR <= −8 dB, LENet-L outperforms LSTM2 by 6.68%, 11.53%, 11.77%, 9.82%, 6.42%, 4.91%, and 2.68%. These findings highlight the need for further research to design superior models capable of addressing low signal-to-noise recognition challenges.



Additionally, regarding the 2016A dataset, the data augmentation methods significantly improve the performance of LBNet and MCNet models, but compared to other models of similar magnitude, these models still display a substantial accuracy gap, especially at low SNR. Consequently, the feature extraction model, acting as the primary body for feature extraction, plays a crucial role in enhancing performance, highlighting the need to identify superior feature extraction models.



Q: “How should we choose a deep learning model during engineering deployment and application?”



This is an open-ended question, and various factors must be considered to make an informed decision. Firstly, the application scenario must be carefully evaluated, as different scenarios have different performance requirements. For example, in contexts involving the offline analysis of massive signal datasets, signal recognition accuracy is more important than real-time responsiveness, necessitating the selection of a model with higher accuracy. On the other hand, in edge-based real-time recognition scenarios, where computing resources are limited, a more lightweight model should be chosen to meet the real-time requirements without compromising accuracy thresholds. Secondly, it is necessary to assess the performance of the device on which the model is running, as deep learning models require computational power for optimal performance. As such, the chosen model must be adaptable to the computing platform to ensure optimal performance.



Therefore, the CNN-based model family proposed in this paper presents a greater range of alternative options in the engineering deployment process, providing more avenues for selecting an appropriate model to satisfy the specific requirements of a given application scenario.



Q: “Is it better to have more transformations in the SigAugment transformation pool?”



Data augmentation, such as SigAugment, is frequently utilized to prevent overfitting in deep learning models, particularly in small sample conditions. However, the optimal number of transformations to include in the augmented transformation pool remains unclear.



The experimental results in Table 14 are used to investigate the relationship between the number of transformations in the transformation pool and the model. The results show that (1) data augmentation improves the performance of both LENet-T and LENet-M; (2) increasing the number of transforms does not consistently improve performance for the lightweight model LENet-T, but the accuracy of the model improves as the number of transforms increases for the more complex model LENet-M.



In addition, we added commonly used time-series data augmentations, including magnitude warping, time warping, window warping, and window slicing transforms [39], to SigAugment’s transform pool. While these transformations exhibited strong data fitness, our results demonstrate that their domain specificity adversely impacted model performance in the AMC task.



Therefore, boosting the performance of the model does not necessarily rely on an increase in the number of transforms included in the transform pool. Rather, the individual transforms need to be rigorously validated against the model and data to ensure that they are appropriate for the AMC tasks.



Q: “Existing approaches explore the AMC task in terms of data, models, hyperparameters, etc. What can be done in the future to extend this research?”



This paper explores deep learning models that can be used on different platforms from the perspective of AMC application deployment. Combined with the existing work, future work could be carried out in the following areas: firstly, making full use of the large amount of unlabeled data, combined with data augmentation methods, to carry out research in semi-supervised learning; secondly, moving out of the laboratory and validating existing models in real-world environments; and thirdly, investigating lower consumption models to adapt to platforms with extreme memory and computational resource constraints.




5. Conclusions


In this paper, we propose a family of AMC models based on domain knowledge for multi-platform deployment, validate their performance on typical servers, laptop, and edge computing device, and demonstrate the effectiveness of the proposed algorithm through the lightweight model’s inference speed advantage and the new SOTA performance achieved by the high-accuracy model on multiple benchmark datasets. Specifically, we have proposed a family of CNN-based networks for different platforms, namely LENet. LENet models were extensively tested on three benchmark datasets, and the results showed that the proposed algorithm achieved SOTA average classification accuracies of 64.63%, 67.22%, and 65.03% on the test set, which are 1.67%, 2.35%, and 0.57% higher than the existing SOTA model SE-MSFN. Notably, the main benefit of our model over existing models stems primarily from its effectiveness on signals with low SNRs. However, at the same time, our models have achieved SOTA top accuracies across SNRs, with 93.93%, 93.99%, and 99.03% on the three benchmark datasets, respectively. Furthermore, we propose a multidimensional and credible model complexity assessment framework that integrates platform, variables, and multiple assessment metrics to provide a more complete picture of the complexity of deep learning models. A comprehensive analysis of the complexity of the proposed algorithm using this framework has verified that LENet outperforms the RNN-based model in terms of complexity, especially when the dimensionality of the signals is large, and that LENet has a significant advantage in terms of memory resource consumption. Furthermore, the inference speed of the CNN-based network structure on a CPU platform has been shown to be significantly better than that of the RNN-based model. Moreover, we propose a set of hyperparameter optimization methods for datasets of various sizes, providing a fair comparison of hyperparameter setting schemes for future research. However, an open question remains as to how our algorithm further improves the recognition performance of signals with low SNRs. Taking the test results of LENet-L on the 2016B dataset as an example, although the recognition performance of LENet-L below 0 dB is significantly improved compared with the existing algorithm, there may still be a certain gap from practical deployment and application. Finally, we use HOCs parallel branch to improve the model’s performance, which is experimentally verified to be effective but also introduces a large amount of time overhead, so the selection of HOCs and how to better integrate them into the network remains an open question. Future work could focus on semi-supervised learning, realistic environment-oriented AMC models, and the construction of lower-power models.
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Figure 1. (a) IQ components and (b) constellation diagram examples of 10 different modulation types from 2016A with SNR = 18 dB. The cyan line represents the in-phase component, whereas the red line represents the quadrature component. 
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Figure 2. Overall structure of proposed (a) LENet-L and (b) LENet-T. 
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Figure 3. Core modules of proposed LENet models: (a) SCCS module, (b) SE module, (c) Head block1, (d) Head block2, (e) MBConv module, and (f) fusion module. 
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Figure 4. IQ components examples of (a) AM-DSB and (b) WBFM, constellation diagram examples of (c) PAM4 and (d) BPSK with SNR = −20 dB, −10 dB, 0 dB, 10 dB, and 18 dB. The cyan line shows the in-phase component while the red line shows the quadrature component. 
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Figure 5. (a) BPSK, (b) CPFSK, (c) PAM4, and (d) QPSK samples from 2016A with SNR = 18 dB and various data augmentation methods. Where flip( α ,  β ) represents the flip of the IQ components. That is, −1 means switching the I or Q component value to its opposite, and 1 means remaining unchanged. The cyan line shows the in-phase component while the red line shows the quadrature component. 
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Figure 6. Classification accuracy of all models against SNR on the (a) 2016A, (b) 2016A (hyperparameter optimization), (c) 2016B, and (d) 2018A dataset. 
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Figure 7. Classification accuracy at each SNR and modulation type of (a) DAE, (b) LENet-T, (c) LSTM2, and (d) LENet-M on the 2016A dataset. 
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Figure 8. Confusion matrix for (a) DAE, (b) LENet-T, (c) LSTM2, and (d) LENet-M at 0 dB on the 2016A dataset. Values less than 0.01 are not included. In the confusion matrix, values above 0.5 are indicated in purple; the darker the value, the greater the confusion. The higher the ambiguity, the darker the value. Yellow represents values between 0.05 and 0.5. 
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Figure 9. (a) Training loss, (b) Training accuracy, (c) Validation loss, and (d) Validation accuracy curves of DAE, LSTM2, LENet-T, and LENet-M on the 2016A dataset. 
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Figure 10. The framework for evaluating the complexity of deep learning models. 
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Figure 11. Comparison of LSTM2 and LENet-L on the 2016B dataset. 
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Table 1. Configuration information for LENet models.
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	Modules/Parameters
	LENet-T
	LENet-S
	LENet-M
	LENet-L





	Input
	IQ
	IQ + HOCs
	IQ + HOCs
	IQ + AP + HOCs



	Head
	Head block1
	Head block2
	Head block2
	Head block2



	Feature extraction
	(SCCS + SE)*1
	(SCCS + SE)*4
	(SCCS + SE)*4
	(MBConv + SE)*4



	Fusion
	SCCS + SE + Act
	Fusion block
	Fusion block
	Fusion block



	f
	16
	16
	32
	32



	ks
	(8, 2)
	(8, 2)
	(15, 2)
	(15, 2)



	d
	0
	0
	36
	36
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Table 2. Details of the dataset division.
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	Dataset
	Dataset Size
	Training Set
	Validation Set
	Testing Set





	2016A
	200,000
	120,000
	40,000
	40,000



	2016B
	1,200,000
	720,000
	240,000
	240,000



	2018A
	2,555,904
	2,044,722
	255,591
	255,591
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Table 3. Results of statistical analysis of all models’ classification accuracy on the 2016A dataset. The top2 for each statistic are highlighted.
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Statistics

	
MCNet

	
LBNet

	
SE-

MSFN

	
LSTM2

	
DAE

	
CLDNN

	
MCL

DNN

	
PET-

CGDNN

	
LENet




	
T

	
S

	
M

	
L






	
−20∼−12 dB

	
13.88

	
13.74

	
14.04

	
13.64

	
14.02

	
13.42

	
13.32

	
13.61

	
12.50

	
14.03

	
14.17

	
13.96




	
−10∼−2 dB

	
49.39

	
50.48

	
54.20

	
51.34

	
48.50

	
52.37

	
53.25

	
51.48

	
54.24

	
56.77

	
57.56

	
56.51




	
0∼10 dB

	
81.74

	
81.66

	
91.50

	
91.35

	
85.14

	
91.93

	
90.56

	
90.39

	
91.06

	
92.22

	
93.19

	
92.63




	
12∼18 dB

	
82.64

	
82.43

	
92.26

	
92.25

	
86.39

	
92.77

	
91.56

	
91.28

	
91.91

	
92.88

	
93.69

	
93.36




	
−20∼18 dB

	
56.87

	
57.04

	
62.96

	
62.10

	
58.45

	
62.58

	
62.12

	
61.65

	
62.38

	
63.94

	
64.63

	
64.08




	
Highest accuary

	
83.53

	
83.08

	
92.72

	
92.85

	
86.98

	
93.40

	
91.87

	
92.00

	
92.33

	
93.75

	
93.93

	
93.93
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Table 4. Results of statistical analysis of all models’ classification accuracy on the 2016B dataset. The top2 for each statistic are highlighted.
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Statistics

	
MCNet

	
LBNet

	
SE-

MSFN

	
LSTM2

	
DAE

	
CLDNN

	
MCL

DNN

	
PET-

CGDNN

	
LENet




	
T

	
S

	
M

	
L






	
−20∼−12 dB

	
13.51

	
14.35

	
14.98

	
13.90

	
14.60

	
13.75

	
13.76

	
14.47

	
13.22

	
14.54

	
13.88

	
22.15




	
−10∼−2 dB

	
53.51

	
56.20

	
58.07

	
57.03

	
56.00

	
57.96

	
57.83

	
55.01

	
55.79

	
57.04

	
59.59

	
60.18




	
0∼10 dB

	
87.07

	
91.20

	
92.89

	
92.75

	
92.64

	
92.99

	
93.00

	
92.68

	
91.95

	
92.55

	
93.09

	
93.07




	
12∼18 dB

	
88.10

	
92.16

	
93.69

	
93.48

	
93.42

	
93.69

	
93.66

	
93.61

	
93.12

	
93.35

	
93.87

	
93.61




	
−20∼18 dB

	
60.50

	
63.43

	
64.87

	
64.25

	
64.12

	
64.56

	
64.53

	
63.90

	
63.46

	
64.33

	
65.07

	
67.22




	
Highest accuary

	
88.59

	
92.28

	
93.82

	
93.56

	
93.54

	
93.80

	
93.81

	
93.87

	
93.25

	
93.52

	
93.99

	
93.76
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Table 5. Results of statistical analysis of all models’ classification accuracy on the 2018A dataset. The top2 for each statistic are highlighted.
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Statistics

	
MCNet

	
LBNet

	
SE-

MSFN

	
LSTM2

	
DAE

	
CLDNN

	
MCL

DNN

	
PET-

CGDNN

	
LENet




	
T

	
S

	
M

	
L






	
−20∼−8 dB

	
8.05

	
9.55

	
9.68

	
9.69

	
8.95

	
9.26

	
8.32

	
9.17

	
6.96

	
7.39

	
9.49

	
9.74




	
−6∼6 dB

	
52.15

	
57.70

	
61.46

	
61.57

	
56.05

	
56.58

	
58.41

	
58.29

	
54.75

	
58.43

	
62.46

	
62.34




	
8∼20 dB

	
90.33

	
97.08

	
98.06

	
97.11

	
96.36

	
97.24

	
97.59

	
97.49

	
95.32

	
98.06

	
98.66

	
98.81




	
22∼30 dB

	
91.81

	
97.89

	
98.33

	
97.08

	
96.72

	
97.51

	
97.87

	
97.92

	
95.89

	
98.58

	
98.83

	
98.93




	
−20∼30 dB

	
58.18

	
63.07

	
64.46

	
64.00

	
62.04

	
62.66

	
63.06

	
63.24

	
60.72

	
63.08

	
64.94

	
65.03




	
Highest accuary

	
92.08

	
98.09

	
98.45

	
97.30

	
96.97

	
97.89

	
98.12

	
98.10

	
96.33

	
98.79

	
99.02

	
99.03
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Table 6. Accuracy of LENet-S with varying augmentation transformation parameters (S). The top1 accuracy for each SNR interval is highlighted.
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S

	
−20 dB∼−12 dB

	
−10 dB∼−2 dB

	
0 dB∼10 dB

	
12 dB∼18 dB

	
All SNRs

	
Highest Accuary




	
Mean

	
Std

	
Mean

	
Std

	
Mean

	
Std

	
Mean

	
Std

	
Mean

	
Std

	
Mean

	
Std






	
0

	
13.88

	
0.61

	
53.83

	
0.95

	
90.09

	
0.97

	
91.33

	
0.74

	
62.22

	
0.30

	
91.95

	
0.69




	
1

	
13.56

	
0.47

	
55.93

	
0.62

	
92.00

	
0.41

	
92.94

	
0.40

	
63.56

	
0.40

	
93.70

	
0.39




	
2

	
13.69

	
0.34

	
56.24

	
0.93

	
92.21

	
0.29

	
92.92

	
0.45

	
63.73

	
0.48

	
93.45

	
0.36




	
3

	
13.56

	
0.47

	
55.93

	
0.62

	
92.00

	
0.41

	
92.94

	
0.40

	
63.56

	
0.40

	
91.95

	
0.69




	
4

	
14.03

	
0.21

	
56.77

	
0.58

	
92.22

	
0.38

	
92.88

	
0.09

	
63.94

	
0.26

	
93.70

	
0.39
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Table 7. Accuracy of LENet-S with varying augmentation methods. The top1 accuracy for each SNR interval is highlighted. w/o denotes without.






Table 7. Accuracy of LENet-S with varying augmentation methods. The top1 accuracy for each SNR interval is highlighted. w/o denotes without.





	
Methods

	
−20 dB∼−12 dB

	
−10 dB∼−2 dB

	
0 dB∼10 dB

	
12 dB∼18 dB

	
All SNRs

	
Highest Accuary




	
Mean

	
Std

	
Mean

	
Std

	
Mean

	
Std

	
Mean

	
Std

	
Mean

	
Std

	
Mean

	
Std






	
w/o augmentation

	
13.88

	
0.61

	
53.83

	
0.95

	
90.09

	
0.97

	
91.33

	
0.74

	
62.22

	
0.30

	
91.95

	
0.69




	
Rotation

	
13.21

	
0.30

	
55.88

	
0.17

	
92.01

	
0.30

	
92.80

	
0.30

	
63.44

	
0.20

	
93.45

	
0.25




	
Flip

	
13.54

	
0.78

	
53.61

	
0.90

	
91.33

	
0.73

	
92.15

	
0.67

	
62.61

	
0.48

	
92.88

	
0.59




	
Channel shuffle

	
14.19

	
0.26

	
54.36

	
0.57

	
91.21

	
0.46

	
92.11

	
0.60

	
62.92

	
0.46

	
92.82

	
0.38




	
Inversion

	
14.59

	
0.55

	
54.11

	
0.46

	
91.35

	
0.60

	
92.31

	
0.28

	
63.04

	
0.45

	
93.00

	
0.31




	
SigAugment

	
14.03

	
0.21

	
56.77

	
0.58

	
92.22

	
0.38

	
92.88

	
0.09

	
63.94

	
0.26

	
93.70

	
0.39
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Table 8. Ablation study of different modules in LENet-M on the 2016A dataset. EF stands for expert feature branch. CS is the channel shuffle module. SE is the squeeze-and-excitation attention mechanism. 2D CK is the   k s × 2   two-dimensional convolution kernel.
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Methods

	
−20 dB∼−12 dB

	
−10 dB∼−2 dB

	
0 dB∼10 dB

	
12 dB∼18 dB

	
All SNRs

	
Highest Accuary




	
Mean

	
Std

	
Mean

	
Std

	
Mean

	
Std

	
Mean

	
Std

	
Mean

	
Std

	
Mean

	
Std






	
w/o augmentation

	
14.72

	
0.89

	
54.27

	
0.75

	
90.90

	
0.21

	
92.03

	
0.10

	
62.93

	
0.20

	
92.78

	
0.19




	
w/o EF

	
13.49

	
0.46

	
57.05

	
0.89

	
92.43

	
0.26

	
93.26

	
0.32

	
64.02

	
0.45

	
93.87

	
0.18




	
w/o CS

	
13.96

	
0.30

	
56.87

	
1.09

	
92.69

	
0.30

	
93.52

	
0.20

	
64.22

	
0.32

	
94.07

	
0.18




	
w/o SE

	
13.11

	
0.47

	
54.09

	
1.69

	
90.41

	
1.58

	
91.23

	
1.41

	
62.17

	
1.18

	
91.92

	
1.40




	
w/o 2D CK

	
12.14

	
0.40

	
56.48

	
0.69

	
92.36

	
0.44

	
92.84

	
0.26

	
63.43

	
0.30

	
93.53

	
0.28




	
Our model

	
14.40

	
0.65

	
57.24

	
0.88

	
92.63

	
0.37

	
93.39

	
0.21

	
64.63

	
0.32

	
93.93

	
0.25
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Table 9. Complexity of different models on the 2016A dataset. Params is trainable parameters of the model. Size is the amount of storage space consumed by the model’s weight file. Memory indicates the memory usage of a single GPU graphics card on a P2 platform. The batch size is 128. The inference time is the average time spent per sample for a batch size of 128 using all 40,000 test samples.
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Models

	
Params

(k)

	
FLOPs

(M)

	
Size

(kb)

	
Memory (GB)

	
Time (s/Sample)




	
P1

	
P2

	
P3

	
P4(CPU)

	
P4(GPU)

	
P1

	
P2

	
P3

	
P4






	
LBNet

	
44.11

	
2.99

	
262

	
2.6

	
2.9

	
2.9

	
3.4

	
3.2

	
6.38 × 10−5

	
6.03 × 10−5

	
4.32 × 10−5

	
3.36 × 10−4




	
DAE

	
14.97

	
0.21

	
92

	
0.7

	
1.2

	
1.0

	
3.2

	
1.3

	
6.85 × 10−5

	
7.30 × 10−5

	
6.29 × 10−5

	
4.18 × 10−4




	
LENet-T

	
4.61

	
0.38

	
115

	
0.8

	
1.0

	
1.3

	
3.3

	
1.4

	
5.29 × 10−5

	
3.37 × 10−5

	
2.54 × 10−5

	
2.77 × 10−4




	
MCNet

	
121.23

	
1.55

	
585

	
0.8

	
1.0

	
1.3

	
3.4

	
1.2

	
6.36 × 10−5

	
7.18 × 10−5

	
4.32 × 10−5

	
2.75 × 10−4




	
PET-CGDNN

	
71.74

	
1.43

	
316

	
2.7

	
3.1

	
3.0

	
3.7

	
3.3

	
5.15 × 10−5

	
5.39 × 10−5

	
3.65 × 10−5

	
6.36 × 10−4




	
LENet-S

	
14.72

	
0.5

	
266

	
2.7

	
2.9

	
2.9

	
3.6

	
3.2

	
5.25 × 10−5

	
4.96 × 10−5

	
4.05 × 10−5

	
6.58 × 10−4




	
SE-MSFN

	
327.66

	
12.08

	
1630

	
4.6

	
4.9

	
4.2

	
3.0

	
4.5

	
1.28 × 10−4

	
1.49 × 10−4

	
1.42 × 10−4

	
8.15 × 10−4




	
LSTM2

	
200.97

	
1.32

	
804

	
1.2

	
1.5

	
1.9

	
3.4

	
2.1

	
6.21 × 10−5

	
1.03 × 10−4

	
6.77 × 10−5

	
4.32 × 10−4




	
CLDNN

	
106.06

	
0.54

	
438

	
2.7

	
3.0

	
3.0

	
3.6

	
3.3

	
5.14 × 10−5

	
6.04 × 10−5

	
3.52 × 10−5

	
2.41 × 10−4




	
MCLDNN

	
406.07

	
18.67

	
1633

	
4.7

	
5.1

	
4.4

	
3.0

	
4.8

	
1.04 × 10−4

	
1.00 × 10−4

	
6.90 × 10−5

	
6.23 × 10−4




	
LENet-M

	
55.86

	
1.9

	
437

	
4.7

	
4.9

	
4.2

	
3.3

	
4.0

	
6.61 × 10−4

	
3.34 × 10−4

	
2.09 × 10−4

	
1.60 × 10−3
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Table 10. The effect of different batch sizes on inference speed on the P4 platform. Memory indicates the memory usage of a single GPU graphics card. OOM stands for out of memeory. Time represents the average inference time for a single sample.






Table 10. The effect of different batch sizes on inference speed on the P4 platform. Memory indicates the memory usage of a single GPU graphics card. OOM stands for out of memeory. Time represents the average inference time for a single sample.





	
Batch Size

	
MCNet

	
LSTM2

	
CLDNN

	
LENet-T




	
Memory

(GB)

	
Time

(s/Sample)

	
Memory

(GB)

	
Time

(s/Sample)

	
Memory

(GB)

	
Time

(s/Sample)

	
Memory

(GB)

	
Time

(s/Sample)






	
128

	
1.0

	
7.18 × 10−5

	
1.5

	
1.04 × 10−4

	
3.0

	
6.04 × 10−5

	
1.1

	
4.61 × 10−5




	
256

	
1.1

	
4.35 × 10−5

	
2.2

	
6.44 × 10−5

	
5.1

	
3.96 × 10−5

	
1.2

	
2.94 × 10−5




	
512

	
1.4

	
3.05 × 10−5

	
3.5

	
4.63 × 10−5

	
2.6

	
2.70 × 10−5

	
1.5

	
2.28 × 10−5




	
1024

	
2.0

	
2.35 × 10−5

	
5.6

	
3.84 × 10−5

	
3.3

	
2.03 × 10−5

	
2.2

	
1.79 × 10−5




	
2048

	
3.1

	
2.03 × 10−5

	
10.4

	
3.83 × 10−5

	
3.5

	
1.74 × 10−5

	
3.5

	
1.64 × 10−5




	
3072

	
3.3

	
1.86 × 10−5

	
10.9

	
3.79 × 10−5

	
5.0

	
1.73 × 10−5

	
3.6

	
1.60 × 10−5




	
4096

	
5.3

	
1.83 × 10−5

	
OOM

	
∼

	
6.1

	
1.80 × 10−5

	
6.0

	
1.59 × 10−5
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Table 11. The effect of different batch sizes on inference speed on the P2 platform.






Table 11. The effect of different batch sizes on inference speed on the P2 platform.





	
Batch Size

	
MCNet

	
LSTM2

	
CLDNN

	
LENet-T




	
Memory (GB)

	
Time

(s/Sample)

	
Memory (GB)

	
Time

(s/Sample)

	
Memory (GB)

	
Time

(s/Sample)

	
Memory (GB)

	
Time

(s/Sample)




	
CPU

	
GPU

	
CPU

	
GPU

	
CPU

	
GPU

	
CPU

	
GPU






	
128

	
3.4

	
1.2

	
2.89 × 10−4

	
3.4

	
2.1

	
4.32 × 10−4

	
3.6

	
3.3

	
2.41 × 10−4

	
3.3

	
1.4

	
2.90 × 10−4




	
256

	
3.4

	
1.4

	
2.19 × 10−4

	
3.4

	
3.1

	
3.95 × 10−4

	
3.3

	
4.6

	
2.21 × 10−4

	
3.4

	
1.7

	
2.24 × 10−4




	
512

	
3.4

	
1.6

	
1.80 × 10−4

	
3.1

	
4.4

	
3.58 × 10−4

	
OOM

	
OOM

	
∼

	
3.4

	
2.3

	
1.95 × 10−4




	
1024

	
3.4

	
2.2

	
1.78 × 10−4

	
OOM

	
OOM

	
∼

	
OOM

	
OOM

	
∼

	
3.4

	
3.6

	
2.01 × 10−4




	
2048

	
3.4

	
3.3

	
1.79 × 10−4

	
OOM

	
OOM

	
∼

	
OOM

	
OOM

	
∼

	
3.1

	
4.6

	
2.17 × 10−4
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Table 12. Results of inference using the CPU on the P4 platform.






Table 12. Results of inference using the CPU on the P4 platform.





	
Batch Size

	
MCNet

	
LSTM2

	
CLDNN

	
LENet-T




	
CPU

Memory (GB)

	
Time

(s/Sample)

	
CPU

Memory (GB)

	
Time

(s/Sample)

	
CPU

Memory (GB)

	
Time

(s/Sample)

	
CPU

Memory (GB)

	
Time

(s/Sample)






	
128

	
2.3

	
2.76 × 10−3

	
2.6

	
9.55 × 10−3

	
2.3

	
6.30 × 10−3

	
2.2

	
3.05 × 10−3




	
256

	
2.4

	
5.80 × 10−4

	
2.7

	
4.16 × 10−3

	
2.4

	
1.37 × 10−3

	
2.3

	
1.07 × 10−3




	
512

	
2.5

	
4.48 × 10−4

	
2.8

	
3.50 × 10−3

	
2.5

	
1.34 × 10−3

	
2.4

	
9.74 × 10−4




	
1024

	
2.6

	
4.45 × 10−4

	
2.9

	
2.47 × 10−3

	
2.6

	
1.25 × 10−3

	
2.5

	
9.29 × 10−4




	
2048

	
2.8

	
4.07 × 10−4

	
3.2

	
2.24 × 10−3

	
2.6

	
1.32 × 10−3

	
2.6

	
8.91 × 10−4
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Table 13. Model inference speed with a signal length of 1024.






Table 13. Model inference speed with a signal length of 1024.





	
Batch Size

	
MCNet

	
LSTM2

	
CLDNN

	
LENet-T




	
Memory (GB)

	
Time

(s/Sample)

	
Memory (GB)

	
Time

(s/Sample)

	
Memory (GB)

	
Time

(s/Sample)

	
Memory (GB)

	
Time

(s/Sample)




	
CPU

	
GPU

	
CPU

	
GPU

	
CPU

	
GPU

	
CPU

	
GPU






	
32

	
3.4

	
3

	
3.82 × 10−3

	
3.1

	
2.4

	
6.50 × 10−3

	
3.5

	
1.7

	
9.76 × 10−3

	
3.1

	
2.8

	
3.70 × 10−3




	
64

	
3.4

	
3.6

	
3.64 × 10−3

	
3.0

	
3.8

	
6.41 × 10−3

	
3.4

	
2.2

	
5.62 × 10−3

	
3.0

	
4.4

	
3.89 × 10−3
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Table 14. Impact of the number of transformations in the transformation pool on model performance.






Table 14. Impact of the number of transformations in the transformation pool on model performance.





	
Methods

	
LENet-T

	
LENet-M




	
1

	
2

	
3

	
Mean

	
1

	
2

	
3

	
Mean






	
w/o augmentation

	
62.60

	
62.16

	
62.17

	
62.31

	
63.03

	
62.70

	
63.05

	
62.93




	
SigAugment-R(4)

	
61.81

	
62.73

	
62.62

	
62.38

	
64.72

	
64.43

	
64.73

	
64.63




	
SigAugment-R(8)

	
61.23

	
62.23

	
61.97

	
61.81

	
65.09

	
64.78

	
64.43

	
64.77
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