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Abstract

:

Augmented reality (AR) is a rapidly developing technology with the potential to revolutionize various sectors of industry by integrating digital information with the real world. This paper presents an overview of the emergent trends in industrial augmented reality (IAR) over the past five years. The study utilizes a comprehensive literature review analysis of industrial studies (searched on two scientific databases: Scopus and Clarivate Web of Science) to map the evolution of IAR trends from 2018 to 2022. The results revealed ten trending topics of AR application: Industry 4.0, artificial intelligence, smart manufacturing, industrial robots, digital twin, assembly, Internet of Things, visualization, maintenance, and training. Each topic is discussed in detail, providing insight into existing applications and research trends for each application field.
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1. Introduction


Augmented reality (AR) is a rapidly developing technology that has the potential to revolutionize various sectors of industry. In the context of Industry 4.0, AR refers to integrating digital information with the real world using computer-generated sensory input, such as video, sound, graphics, or GPS data. With this technology, users can interact with virtual objects and information in a real-world environment, enhancing their ability to perform tasks and make decisions.



One of the main advantages of AR in Industry 4.0 is its ability to improve efficiency and productivity [1]. For example, in manufacturing, AR can be used to guide workers through complex assembly processes [2], reducing the time and effort to complete tasks [3] and enhancing accuracy [4]. It can be used to provide real-time feedback, allowing workers to identify and fix errors, thus reducing the error rate [5].



In addition to improving efficiency, AR can also increase safety in industrial settings [6]. For instance, it can visually alert workers to dangers such as moving machinery or potentially dangerous items [7]. In order to lower the danger of accidents and injuries, it can also be utilized to provide real-time instructions and guidance for carrying out tasks [8].



The capacity of AR to simplify training and onboarding of new staff is another significant advantage for Industry 4.0. AR can assist new employees in learning complicated tasks quickly and effectively by offering interactive, immersive training sessions [9]. Additionally, it can be utilized to provide experienced personnel with continual training and assistance, enabling them to stay current with emerging methodologies and technology.



Although AR has the potential to impact various industries significantly, it is essential to note that because it is still a relatively new technology, its implementation has some restrictions and challenges [10]. Costs associated with installing AR systems, which can be unaffordable for some enterprises, are a significant barrier. Additionally, as employees get used to AR technology, there can be a learning curve [11] that will immediately impact productivity. AR can generally change how we work and interact with the world. It can enhance productivity, safety, and training in the context of Industry 4.0, making it a valuable tool for any organization trying to maintain competitiveness in an increasingly digital world.



In the context of the emerging Industry 5.0, the next phase of the industrial revolution that focuses on human-centered production [12], our study aims to analyze the impact of AR technology on Industry 4.0. The relevant literature of the last five years was reviewed to investigate the trends of industrial augmented reality (IAR) applications.



This study aims to gain valuable insights concerning the current state of research regarding augmented and mixed reality use in industrial applications whilst revealing the most prominent topics and trends in this field. Furthermore, the presented work is focused on investigating the following research questions:



Q1. What are the most common research topics in IAR?



Q2. What are the trends in using AR for industrial applications?



Q3. What are the main research results?



The review is structured as follows. Section 1 presents the motivation and the research questions, as well as some related studies. Section 2 offers an overview of the research technique used for article identification, outlining the criteria for document searching and selection, the software and data extraction procedure, and the most prominent trends for IAR. Section 3, which focuses on the ten most popular AR topics in Industry 4.0, serves as the main body of our review. Section 4 summarizes several general findings and limitations, and Section 5 formulates the conclusions and provides future directions concerning AR use in industrial environments.




2. Materials and Methods


The documents used in this study were retrieved from Scopus and Clarivate Web of Science (WoS) on January 2023 using the search query “Industrial AND (Augmented OR Mixed) Reality. This search query was chosen in order to ensure that the results would be relevant to the use of AR in industrial applications. The timeframe chosen was from 2018 to 2022. We found 2126 documents from WoS and 1834 documents from Scopus using the selected search keywords. ScientoPy scientometric tool [13] was used for preprocessing data sets and extracting the authors’ keywords. After merging and removing duplicate documents from WoS and Scopus, 2695 unique entities were obtained. The following ScientoPy trend indices for the identified top ten topics are given: average growth rate (AGR), average documents per year (ADY), percentage of documents in last years (PDLY), h-index of each topic.



Using ScientoPy, the authors keywords were classified based on the AGR and number of documents in order to determine the top ten applications from published documents (see Figure 1). The most prominent trend topics identified are: (1) Industry 4.0; (2) Internet of Things; (3) Artificial intelligence; (4) smart manufacturing; (5) visualization; (6) human–robot interaction; (7) maintenance; (8) digital twin; (9) training; (10) assembly.



The following ScientoPy trend indices for the identified top ten topics are given [14]:




	
Average growth rate (AGR)—the average difference between the number of papers published in one year and the number of papers published the year before;



	
Average documents per year (ADY)—the average number of papers published within a timeframe for the selected topic;



	
Percentage of documents in last years (PDLY)—the ratio between the ADY and the total number of papers for a certain topic;



	
h-Index of each topic—ScientoPy determines the h-index of each topic for different categories, such as authors, countries, institutions, etc.








The values of these parameters are reflected in Table 1. The evolution plot (see Figure 1) shows that trending topics have a consistent growth in the specified timeframe. For each trending topic, the AGR between 2021 and 2022 is shown on the Y axis of Figure 1 right diagram, and the PDLY is shown on the X axis. “Industry 4.0” is the trending topic with the most documents, while “artificial intelligence” is the topic with the fastest rate of growth.



The identified top ten trending topics are discussed with references to the articles with the highest number of citations and most relevant to the topic. The following exclusion criteria were used in the process of article selection:




	
Publication type: books, book chapters, notes, and editorials were excluded;



	
Publication date: publications outside the 2018–2022 timeframe were excluded;



	
Duplicate publications: duplicate publications are excluded to avoid double-counting;



	
Irrelevant topics: articles that are not relevant to the research question or objectives were excluded.









3. Results


The growing potential of AR applications for Industry 4.0 has resulted in the development of exciting applications that have a more significant impact on various subjects. The top ten trending topics concerning IAR are illustrated in Figure 2.



3.1. Industry 4.0


The fourth industrial revolution is known as “Industry 4.0” and it is defined by the incorporation of advanced technologies, such as artificial intelligence (AI), robotics, Inter-net of Things (IoT), cybersecurity, and automation to build smart factories and digital production systems. Other components of Industry 4.0 were identified in [15]: big data, cloud computing, and 3D printing. Among these, one of the emerging technologies that has received significant attention in the Industry 4.0 environment is AR. Various fields of industry benefit from the support provided by means of this technology: aerospace [16], textile and apparel sectors [17], meat industry [18], fashion [19], and so on. Real-time user interaction with digital items is made possible by AR, offering a wide range of possible uses in the manufacturing sector, from product design and quality control to maintenance, assembly, human–robot collaboration, and training [20]. With AR systems, the safety of workers could be enhanced [21], while the effort and error rate could be reduced [4].



In the automobile industry, AR assists technicians for fault diagnosis and servicing using machine learning techniques [22]. Moreover, AR applications for medical students, nurses, or doctors can be a major advantage in improving the quality of medical education and training [23]. AR applications for construction can help workers with different tasks, such as design, planning, scheduling, inspection, and other complex work [24].



Several surveys have examined the potential applications of AR in Industry 4.0. In [25], a summary of managerial implementation challenges associated with Industry 4.0 is provided, together with the derived opportunities to prevent these difficulties. The authors classified Industry 4.0 technologies into ten categories, including AR/VR. For this category, they identified the lack of integration for the manufacturing systems (e.g., software integration, information exchange) as an implementation challenge. Strictly focused on the challenges of implementing solutions that use AR in industry, in [26], the authors mentioned several problems related to hardware and software, ergonomics, user acceptance, visual fatigue, security, and so on. Additionally, a framework based on a technology, organization, and environment (TOE) model was proposed to determine the influence of various factors on implementation success. Other challenges related to optical and optoelectronic components, which are indispensable for displaying and processing information in AR-based systems, are presented in [27]. In this paper, the main AR headsets are also reviewed, together with their characteristics.



Despite these limitations and challenges highlighted in the literature, researchers have implemented various frameworks to help integrate all solutions and technologies. Such an approach for industrial process modeling is provided in [28]. The presented framework has some important advantages, such as modularity, flexibility, reusability, and it allows human–robot collaboration, interaction between human workers, task modeling, different automation systems, scenarios, domains, and purposes. In [29], a method for analyzing the integration issues in the context of Industry 4.0. (5 C) is presented, using five integration levels: connection, communication, coordination, cooperation, and collaboration (5 C). AR was considered in this paper as being part of the connection level, since it facilitates the actors’ communication with each other, but it also allows communication and cooperation. A middleware architecture enabling the interaction between different technologies without calibration is proposed in [30].



The use of AR in the context of assembly workstations, for example, can help opera-tors execute their tasks, lighten their workload, or simplify cognitive tasks. Moreover, it offers remote work facilities, such as remote support, collaboration [31], or remote control [32]. With the integration of virtual and physical reality, industrial machinery and devices can be operated safely from any location in the world. AR allows the operators to interact with a virtual 3D model of the machine while viewing and operating it in real time [33]. This technology has an important role in the development of smart factories.




3.2. Artificial Intelligence


Industry 4.0, AR, and artificial intelligence (AI) are all closely related technologies that are changing the manufacturing sector. By analyzing massive volumes of data, forecasting potential problems, and streamlining production procedures, AI is being utilized to increase efficiency and output. On the other hand, AR could be utilized to improve quality control and eliminate errors.



Artificial Intelligence of Things (AIoT) is the starting point in the development of both interactive systems used in industrial automation and robots for virtual shopping. A multifunctional perception system, with a robot being part of it, was successfully implemented in providing real-time feedback to the user regarding the products [34].



In the past 20 years, new technologies have been used by antenna engineers in order to face the challenges of lightweight, personalized mechanics in industrial design. Emerging technologies provided opportunities, which inspired recently graduated students to provide their own example of a Meta-built virtual industry and university collaboration to foster the application of AI in the area of antenna design [35]. Additionally, over time, in the industrial field, significant changes have occurred in the working environment for plant operators and maintenance technicians. These changes are due to digitalization and Industrial Internet of Things, mostly due to the implementation of artificial intelligence and machine learning [36].



Regarding the medical system, as presented in [37], artificial intelligence is a novel realm of science and technology that is expanding quickly. In terms of disease prediction, communication and treatment strategies have presented many opportunities originating from artificial intelligence systems. Additionally, AI has been utilized to analyze medical images, videos, and signals. In addition to artificial intelligence, in the medical field, extended reality development can be seen as a device suitable for distant trial and error in image processing [38].



In [39], based on a questionnaire survey, the study’s purpose was to determine the functional requirements of smart glasses and then conduct a design practice and usability evaluation. The results of the survey highlighted that people believed that smart glasses should be durable, strong, possess face and voice recognition, and be firm when worn. Therefore, the design should first meet all those functions and features.



AR technology was utilized in [40] for converting industrial chemical spraying robots into soap bubbles robots as an interactive game. The potential benefits of augmented reality (AR) for manufacturing are discussed in [41], as well as several factors that prevent the widespread adoption of AR.



The application of deep learning in visual SLAM is discussed in [42] from four aspects according to neural network application models. The nature, advantages, and disadvantages of existing research are summarized and discussed from the perspective of future development trends.



Three-dimensional object detection provides an object’s size, position, and direction to obtain information about the surroundings. The research paper [43] discusses the potential applications of 3D object detection and deep learning’s role in 3D object detection. The study includes a comprehensive analysis of 3D object detection methods and the existing challenges in the field.



AI includes different algorithms capable of completing various tasks. Considering that AR combines digital and physical environments, it can be concluded that AI and AR are complementary technologies. Together, they provide the user with the ability to understand and use the 3D world in industry, design, or medicine.




3.3. Smart Manufacturing


By using cutting-edge technology such as the Internet of Things (IoT), AI, and data analytics [44], smart manufacturing aims to increase productivity, quality, and efficiency in the manufacturing process [45]. These technologies are integrated in order to automate and optimize various tasks, including supply chain management [46], quality assurance [47], and production planning [48].



In smart manufacturing, AR a technology that is progressively being used. With the aid of devices such as smartphones or headsets, AR can be used to provide workers with information and guidance in real-time while they perform tasks, enabling them to work more accurately and efficiently [49].



An AR headset, for instance, might display detailed instructions for assembling a product [50] and inform the user if a mistake is made [51] or if a tool needs to be replaced. As a result, the manufacturing facility’s total productivity can increase [52], and training time and costs can decrease [53].



AR can also help with training and onboarding new employees [54] since it can provide a visual representation of complex tasks and processes [55]. At the same time, managers can know the production status of the production line more quickly through their mobile phones while walking around the factory [56].



In [57], a web-based AR application for smart manufacturing architectures was presented, which gives users real-time access to technical manuals, operating diagrams, maintenance history, training videos, and data analysis, while also being portable to any device.



The state of the art for industrial AR (IAR) applications for shipbuilding and smart manufacturing is reviewed in [58], which also describes the primary use cases for IAR utilization in shipyards as well as pertinent IAR hardware and software solutions. The authors assessed the performance of a system using three IAR devices, two AR software development kits, and several IAR markers at a shipyard workshop. Another AR system for remote assistance is presented in [59] for a repair task, in which the customer is guided by an expert using AR glasses (such as Microsoft HoloLens). In [60], a prototype system consisting of a smartphone and a 3D printer is proposed, allowing users to design customized products. In order to integrate various Industry 4.0 technologies for manufacturing processes, a framework was described in [61], in which a reference architecture covering a broad range of scenarios supports the collaboration between human and robot workers. Additionally, a framework that integrates 5G and tactile internet (TI) for AR maintenance and shop floor rescheduling is proposed in [62].



Through a collection of comparative user studies, [63] offers instructions on how to use AR in manufacturing. The findings were collected from the evaluations of 160 people who undertook the same repair task on an industrial robot’s switch cabinet. In both a single-user and collaborative context, the studies compare a variety of AR teaching apps on various display devices (head-mounted display, handheld tablet PC, and projection-based spatial AR) with the standard operating procedures (paper instructions and phone help). The study can provide clear evidence regarding AR strategies that are particularly beneficial in a team environment.



In [64], the concept of “smart factory” and how it is being applied to traditional manufacturing systems is expanded on. The text also discusses the importance of human–robot collaboration (HRC) systems, and a conceptual framework is proposed for efficient human–robot collaboration in a semi-automation process to produce electric motors.



In general, the application of AR in smart manufacturing can result in considerable advantages, such as greater productivity, enhanced quality, and lower training expenses. AR reduced the complexity of manufacturing operations [65] while enhancing the reliability and safety of robotic systems [66]. The future of manufacturing is likely to have increased importance as the adoption of AR technology continues to grow.




3.4. Human–Robot Interaction


There are many initiatives related to the use of extended reality (XR) in industry, one of which is related to robotics and manufacturing. For example, the advantages of AR and potential commercial applications are covered in [67], including a case study with possible applications of AR in business.



Industry 4.0 is a new concept which emerged just a few years ago. The goal of Industry 4.0 is to make society more effective and productive by utilizing industrial robots and AR. AR has received significant attention recently due to its potential to provide distinctive user interfaces that seamlessly combine the natural environment with additional information.



In human–robot collaborative contexts, the literature review presented in [68] attempts to identify AR’s key benefits and drawbacks as it is used with industrial robots. The authors’ conclusions imply that AR technology is also beneficial in industrial robotics, as in many other fields. The authors infer that users choose AR technologies over conventional methods because they are quicker, more user-friendly, and with the latest technological advances, possibly also cheaper.



Traditional industrial robot programming techniques have drawbacks because they require highly skilled staff and extensive programming time. In a classic approach, users were supposed to use a standard desktop, and potentially a pad-like device, to insert direct commands. AR introduces a paradigm that enhances the human–robot interface and makes it simpler to program robots’ trajectories. Using visual cues, factory workers can increase their efficiency and minimize injury risks. The authors of [69] discussed how AR can be used to create an immersive user interface that makes it possible to program robot trajectories naturally. The authors create and present a system based on Unity 3D, ROS, and Vuforia.



The main objective of the study [70] was to present and evaluate the idea of a hybrid programming method that incorporates techniques for designing, programming, and re-configuring robotic cells both offline and online. The digital twin (DT) of a fully synchronized robotic cell created by Tallinn University of Technology’s Industrial Virtual and Augmented Laboratory provides the foundation for this method’s testing. Using an online programming technique, researchers could program robotic cells and alter their predetermined path by using their virtual avatar via telepresence. Additionally, this study found that AR shortens the time required for designing and reprogramming robotic cells, allowing for the reduction of the robotic cell’s downtime on the manufacturing floor.



In [71], the authors present a fresh approach for the intuitive and organic interaction with various kinds of robots. They designed and created an expanded render client architecture that uses the HoloLens’ ability to recognize gestures and display three-dimensional content in AR. Researchers propose a new natural interaction and information representation method by fusing the HoloLens’ capabilities with the simulation program VEROSIM.



Industrial robot manipulators are becoming more versatile, which means that the teaching pendant or keyboard may not meet the need for delicate manipulation. Intuitive manipulation and a friendly human–robot interface are, thus, demanded. In [72], a novel manipulation system using the AR technique implemented on a tablet PC was proposed. Experiments are performed to demonstrate their effectiveness, along with a questionnaire conducted to evaluate user response.



In [73], the authors discuss how industrial robots are being programmed in order to meet the increasing demand for flexible and low-cost production. They present an affordance-based approach for process programming that uses low-level feature detection and a consecutive evaluation. The results of their experiments show promising results for both speed and accuracy.



The growing use of industrial robots in contemporary manufacturing surroundings and how effectively they undertake pre-programmed duties are covered in [74]. Researchers examine how robots can handle unexpected situations. As introducing humans into the production loop usually results in unnecessary downtime and calls for human intervention, this study’s objective is to suggest a technique for creating adaptive industrial robots that use machine learning and machine vision techniques. In [75], the authors propose a virtual and AR paradigm on mobile and mixed reality devices for human–robot interaction. By fusing information from actual robots with the vision and skills of human operators, researchers hope to develop cutting-edge applications. The paper presents an overview of the implementation and describes an architecture divided into three functional sections.



Human–robot and robot–robot collaborations are also important for Industry 4.0 as they can lead to improved efficiency, productivity, safety, quality, interaction, and innovation. By collaborating, robots can perform tasks that are hazardous or repetitive for humans, while humans can focus on tasks that require creativity and decision-making skills. Collaborating robots can help to reduce the risk of accidents in dangerous environments, perform quality control checks on products, and open up new opportunities for innovation. Ultimately, human–robot and robot–robot collaboration can lead to a more effective and efficient working environment.



Regarding human–robot collaboration and robot–robot collaboration, [76] discusses the importance of autonomous robotic systems in Industry 4.0 and how they should be designed to allow for a closer collaboration between operators and automated technologies. A user-centered design approach may be used to address the challenges of future human–robot collaboration (HRC). AR and virtual reality (VR) technologies are mentioned as necessary tools for the operator to have a central position in the design, control, and assessment of current industrial collaborative scenarios.



The industrial human–robot collaboration aims to achieve a higher productivity by combining human intelligence and robotic capability. Communication is essential to this collaboration, and brain–computer interface (BCI) technology can be used to establish a direct and efficient communication channel between humans and robots. However, BCI is limited in its ability to control robots with a high degree of freedom. A closed-loop BCI with contextual visual feedback by an AR headset is proposed in [77].



In [78], a set of safety indicators is determined, and an assessment model is established based on the latest safety-related ISO standards and manufacturing conditions. A dynamic modified SSM (speed and separation monitoring) method was presented to ensure the safety of human–robot collaboration while maintaining productivity as high as possible. The real-time risk status of the working robot can be known, and the risk field around the robot is visualized in an augmented reality environment to ensure safe human–robot collaboration. This system is experimentally validated on a human–robot collaboration cell using an industrial robot with six degrees of freedom.



Industrial HRC in manufacturing allows industrial robots and humans to complete production tasks jointly at a closer distance. An intuitive interaction channel between humans and robots is needed to enhance the efficiency and security of collaboration. In this context, an AR-based approach is introduced in [79] into the industrial HRC to develop an intuitive human and robot interaction. The intuitive interaction uses an AR head-mounted display (HMD) to offer an augmented information feedback channel and to enhance the human worker’s in situ perception capabilities of the manufacturing environment. The system also has a user interface to interactively operate the robot. A visual trajectory is displayed to present the planned path of the robot and can be edited by the intuitive user interfaces, and the 3D robot model is built to simulate the movement of a real robot as a preview to improve the robot’s operation efficiency.



In [80], the growing popularity of robots, specifically collaborative robots, is discussed. These robots are not user-friendly for working within a collaborative setting and require a high level of engineering and computational capabilities for the program. Industry 4.0, or the fourth industrial revolution, has endorsed the use of mixed reality technology to improve human–robot interaction. A marker-based algorithm is proposed, which is a user-friendly and facile way to program a collaborative robot.



An extensive review discusses the increasing use of robots in various industries and how effective human–robot collaboration can be. It examines various approaches to hu-man–robot interaction and how easy it is to program robots using various techniques [81].




3.5. Digital Twin


Digital twins have numerous interpretations in the literature; however, the one presented in [82] seems the most comprehensive and states that a DT is a “self-adapting, self-regulating, self-monitoring, and self-diagnosing system-of-systems” that has three main properties: (1) bidirectional communication between the real and virtual entities, (2) accuracy, number of enabling technologies, and rate of synchronization should be tailored to specific use cases, and (3) the implementation of DTs should bring operational and business value to the physical object. Even though the concept of the digital twin (DT) was first introduced in 2002 [83], it was only after 2015 that DTs received various definitions which helped to increase their significance among several industrial sectors. For example, researchers pointed out the significant contribution that DTs could have within Industry 4.0 and the Industrial IoT framework [84,85]. In [86], a DT model of an industrial robot (FANUC) is proposed. The authors obtained an error range of −0.3 to 0.3° at a latency of approximately 40 ms in simulating the robot’s trajectory. Multi-robot teleoperation tasks with human-in-the-loop control were investigated in [87]. Their novel approach, based on AR and DT, was tested by two experimental studies that demonstrated the system’s efficiency, which enabled real-time motion control and robot monitoring. The combination of AR and DT can be used for predictive maintenance [88], to increase the efficiency and reliability of the processes, to provide operator training and in situ guidance for maintenance processes [89], and enhance worker performance whilst also reducing risks [90,91].



The works presented in [33,92] aimed to improve current DTs with multi-user experience, allowing workers to operate and reprogram equipment from remote places in a more natural way. The authors suggested expanding the proposed approach to other use cases, such as smart cities and healthcare. Industrial processes can further benefit from integrating a real-time locating system (RTLS) combined with a DT, which can reduce operational waste and facilitate the performance of Lean 4.0 [93]. Furthermore, there is a need for a human-like vision system that can ensure real-time analysis of video streams [94].



Education should also keep up with the progress of technology. ARNO, a cost-effective mixed reality-based DT (MRDT) platform which can be used for robotics education, is presented in [95]. The acceptance of new technology needs to also be addressed in order to understand which factors can motivate users to adopt such tools or methods. An extended technology acceptance model (TAM) for MRDT adoption is proposed in [96]. The authors conclude that the main factors that can be used to predict MDRT adoption in the architecture, engineering, construction, and operations (AECO) industry are perceived ease of use, subjective norm, perceived enjoyment, perceived usefulness, satisfaction, attitude, and behavioral intention.



The use of collaborative robots in industrial plants raises new safety and ergonomics concerns, as pointed out in [97]. A mixed reality solution combined with DT could represent a viable solution to obtain the necessary safety ergonomics.



Conventional interfaces for control and maintenance are not well suited for DTs in Industry 4.0. A gamified solution based on Unity3D, robot operating system (ROS), and the MQTT protocol for connectivity is proposed in [98]. The modular framework enables online connectivity and intuitive interactions, whilst machine learning algorithms allow the control and simulation of the production line. The user interface (UI) for DTs should integrate at least three functions: monitoring, controlling, and diagnosing the state of DTs. A detailed analysis of the critical components of such a platform is presented in [99]. Furthermore, a literature review concluded that researchers should focus more on UI and the involvement of users in the development of new MRDT tools, not only on the technology [100].



The quality of service for virtual reality digital twins can be efficiently enhanced by implementing a blockchain-based distributed resource allocation scheme, as demonstrated in [101]. Aheleroff et al. [102] also suggested that the use of blockchain and AI could be beneficial for using DTs for mass personalization.



Several limitations hinder the rapid adoption of DTs in industry, such as the complexity of effective communication, data accumulation [103], the lack of standardized development methodologies [82], the convergence of physical and cyber worlds [104], rendering delays [91], computing intensity, and security-sensitive features [101].




3.6. Assembly


Assembly is a critical component of many industrial processes, and a growing body of research explores how AR can be used to enhance assembly operations. By using AR, workers can access real-time instructions and guidance as well as 3D models and animations that can help them understand complex assembly procedures. This can increase efficiency, accuracy, and safety in the assembly process.



Several studies targeted this area of research. For example, in [105], the authors develop and evaluate an algorithm for dynamic gesture recognition and prediction in augmented reality-assisted assembly training (ARAAT). They proved to increase recognition accuracy while reducing the computational cost. In [106], a new remote collaboration platform using head pointers designed to enhance assembly performance is described, which reduces errors and improves user experiences, and can be implemented in a low-cost head-tracking system. In [107], the acceptance of AR in assembly scenarios using a model-based approach is examined. The proprietary acceptance measurement model synthesizes previous models and is simplified for industrial assembly.



In [108], three main contributions were presented: identifying potential barriers to AR adoption in manufacturing environments, proposing an AR training methodology to overcome these challenges, and evaluating the approach in a real-world use case. A methodology for human–robot collaboration in an industrial assembly is outlined in [109], utilizing a collaborative robot (Cobot) and spatial augmented reality (SAR) assistant system. The Cobot performs difficult/dangerous tasks while SAR provides worker assistance and information.



A coupling AR-supported assembly task instructions with image-based state tracking to assist operators in product assembly is proposed in [110]. The developed system includes a visualization platform, a state tracker using deep neural networks, and a server for data exchange. The framework is applied and validated in an industrial use case.



Efficiency in modern manufacturing requires standardized ontologies. The authors of [111] propose modelling an AR-based work instruction framework in an ontology based on ISA-95. The suggested data exchange model is validated in an agriculture machinery use case. In [112], an automated approach for generating AR assembly assistance from CAD models is proposed. The assembly information is transferred to a HoloLens 2 with two user interfaces, eliminating manual effort.



In [113], it is discussed how gamification, using game design elements in nongame contexts, can be an effective training solution for assembly workers. The authors found that traditional training methods are unsuitable for future trends, while augmented reality training methods may offer some advantages. The study [114] focuses on using AR to assemble printed circuit boards (PCBs) manually. It presents an AR system architecture and requirements based on existing research. The study highlights that an effective AR-based assembly can be achieved without a high cost and emphasizes the importance of carefully assessing each assembly configuration for proper system configuration. The authors of [115] found that AR can be a faster solution for complex assemblies, but there are limitations to the technology. Their future studies focus on ways to reduce errors and overall usage time. A new projection-based augmented reality system for aiding operators during electronic component assembly was introduced in [116]. It includes descriptions of the hardware and software solutions and the usability test results.



The authors of [117] examined how smart factories can be connected to the IoT network and present ways to enhance efficiency by reducing employee workload. They compare different types of assembly instructions and find that non-paper instructions can significantly reduce learning time. The impact of the fourth industrial revolution on production processes and the adoption of digital technologies in industrial settings were discussed in [118]. They present a research study proposing a hardware/software architecture to assist operators in manual assembly processes during the training phase.



In [119], the authors discuss the challenges in the collaboration between human operators and industrial robots for assembly operations, focusing on safety and simplified interaction. A case study is presented involving perception technologies for the robot in conjunction with wearable devices used by the operator. A complete system is coordinated under a common integration platform, and it is validated in a case study of the white goods industry.



The challenges that companies are facing with regard to the process of assembly are discussed in [120]. The high dynamics of globalized markets and the increasing competition are resulting in major challenges for production companies. Collaborative assembly, which is a form of automation in which humans and robots interact simultaneously, has the potential to provide flexibility and relieve people of non-ergonomic tasks.




3.7. Internet of Things


The Internet of Things (IoT) concept involves the inclusion of physical devices for communication and connection to information systems. It has evolved into large-scale environments and various business sectors, leading to the emergence of the Industrial Inter-net of Things (IIoT). The approaches found in the literature can include one or more concepts, such as augmented reality (AR), artificial intelligence (AI), fog computing, mixed reality, and the need for human-centric methods. A synthetic analysis of how sensors may be used to track items in real time and how productivity can be increased as a result of the information gathered, based on a combination of AR and the IoT, is presented in [121]. A similar study proposed a framework that uses AR and IoT data visualization to support key performance indicator (KPI)-based process supervision in smart factory environments [122]. The design and implementation of an innovative form of a human–machine interface (HMI) to control and monitor mechatronic systems in IoT networks using AR concepts is presented in [123].



AR can be used in the IIoT to analyze and interact with a real system through virtual production, offering greater flexibility in the product lifecycle. Going further, the use of AI is motivated by unstructured data from various sources, enabling the transformation of data into relevant information. The convergence of IoT, AR, and AI can make systems increasingly autonomous and problem-solving [124].



A context and augmented reality extension (CARX) for business process model and notation (BPMN) which facilitates the integration of process automation, IIoT context, and AR devices in smart factories was presented in [125]. The feasibility and applicability of BPMN-CARX are demonstrated through an Industry 4.0 case study.



Fog computing has been identified as a promising approach to overcome the limitations of cloud-only implementations for industrial applications, such as latency, network traffic reduction, and reliability. Two case studies presented in [126] demonstrated its applicability for IIoT applications, showing that the use of fog computing concepts can in-crease system availability, achieve low latency for sensor data analysis, and optimize bandwidth utilization, leading to reliable applications. Rahimi et al. [127] proposed an SDN-based virtual Fog-RAN architecture for IIoT networks. The findings were positive, as their solution was found to maximize the achievable sum-rate, minimize network power consumption, and provide better savings in terms of radio and baseband resources utilized.



Seitz et al. [128] proposed using emojis in combination with AR and fog computing to create novel interactions that could make analysis simpler and facilitate preventive maintenance. Their proof-of-concept implementation with customers from the industry is based on five requirements (5 Ds): device detection, device identification, data gathering, data interpretation, and device characteristics visualization. According to the authors, such a strategy can result in production economies that are more resource-efficient and sustainable.



IIoT is developing quickly, creating a demand for ongoing reskilling and a shortage of trained people. The quantitative behavioral model learning emerging digital skills (LEDS), based on the ambidextrous learning theory and the validated unified theory of acceptance and use of technology (UTAUT), was proposed in [129] in an effort to better understand the factors that affect the capacity to learn a new technology. The primary elements that influence the behavioral intention to learn are social influence, personal in-novation, anxiety, long-term consequence, and job relevance, according to a systematic survey of 685 professionals from 95 different organizations.



A study on the usage of Internet of Things (IoT) applications in the construction industry in Malaysia found that social media, email, and websites are the most commonly used applications, while sensor technology for flood monitoring, waste management, scan markers, and smart watches for health monitoring have the lowest usage [130]. The study suggests that the under-utilization of IoT applications in the industry is due to a lack of implementation and encouragement among industry players, as well as the high cost of IoT products. The majority of respondents were aware of IoT applications, but their usage rates remain low. Further research is recommended to explore the feasibility of implementing IoT in building projects.



Hyperconnectivity, edge computing, distributed ledger technologies (DLTs), artificial intelligence (AI), including machine learning (ML) and neural networks (NNs), robotic devices, drones, autonomous vehicles, augmented and virtual reality (AR/VR), and digital assistants will all be part of the next generation of the Internet of Things (IoT) and the Industrial Internet of Things (IIoT). New goods, services, and experiences will result from this integration, which will be advantageous to businesses, customers, and industries. By fusing social capabilities with intelligent objects and addressing the smooth interactions between autonomous systems and people, a human-centered approach will enable the best use of the upcoming IoT/IIoT technologies and applications [131].




3.8. Visualization


Visualization technologies are essential for an efficient IAR system [132] because al-lowing operators to intuitively understand the augmented data collocated in the real environment and can provide a realistic view of Industrial Internet of Things data [122,133], digital twins [134], on-site product inspection [135], industrial assembly [136], and industrial robotic tasks [137,138]. Additionally, visualization can help with training [139,140] maintenance tasks [133,141,142], providing workers with enhanced AR instructions. The majority of research conducted in past five years on the use of AR-based methods in industrial applications used see-through head-mounted displays (STHMDs), mobile AR (MAR) systems based on handheld devices such as smartphones or tablet and showing the augmented scene on a monitor or using a projector [143]. The authors of [135] presented a survey of the current state of augmented reality smart glasses (ARSG), with a focus on their use in the manufacturing industry from a technological maturity perspective. Results of the survey showed that the general technological readiness level (TRL) of ARSG is 9, but the individual parts needed to be improved because they are still at a lower TRL. Manufacturing engineers and technicians need to know how to integrate ARSG, and a is the diversity in hardware specifications.



The study presented in [139] compares the benefits and drawbacks of using the Microsoft HoloLens compared to a big screen tactile display for an encapsulation assembly task. A prototype for testing was made using digital twins of the workplace, animations, films, and interactive components. The feedback was positive, suggesting that the prototype based on HoloLens device could potentially replace current training methods. In [144], a STHMD-based AR system was developed to assist with the wiring of control cabinets. HoloLens was chosen as the most advanced technology for the maintenance operation, and other AR glasses were excluded due to various reasons, such as lack of software support, lack of mobility, lack of ambient scanning sensors, and lack of 3D hologram displays. The tests conducted by two experts in the industry showed that the use of AR glasses could significantly reduce the time it takes for the operator to complete the task compared to the traditional screen-based method which involves looking at a touch screen and interpreting 3D graphics.



The study published in [139] investigated the feasibility of hands-on training using a Microsoft HoloLens AR system. Regardless of gender, age, education level, or role, it was discovered that the AR system was effective, and that user satisfaction was acceptable. Handheld tablet-based AR systems and traditional electronic document-based maintenance instructions were compared in [145]. According to the findings, the AR tablet system had shorter consultation times and the system usability scale (SUS) score for the AR tablet was over 72. In [143], three visualization AR-based methods were investigated (mobile AR, monitor-based AR, and optical STHMD), by having participants perform a Lego assembly task in each setup. The results showed that participants preferred the monitor-based AR, followed closely by optical STHMD, while mobile AR was the least preferred.




3.9. Maintenance


Maintenance is the process of carrying out tasks and actions intended to keep a system running. Because the maintenance activities are usually complex, the maintenance operator must be supported by an expert or must search the specific documentation manual to be able to accomplish the required maintenance activities. AR technology can be used to enhance the existing maintenance methods and make them more effective and time-saving [145]. AR technologies allow remote maintenance experts to communicate the information they need to a maintenance technician using an intuitive system [146]. In [147], an AR-based framework for real-time remote maintenance and repair operations is presented. The tests conducted in a lab-based machine shop and in a real-life industrial scenario confirm the successful development of a zero-time content authoring AR tool and the minimization of the mean time to repair (MTTR). Another remote AR system was recently implemented in [141]. The proposed low-cost device, called “DAR”, consists of a helmet and a smartphone which transmit information about the surrounding environment and collocate the AR content. A new image enhancement algorithm is proposed which improves the accessibility of specialists to complex remote maintenance operations. The test conducted using the proposed system on real and synthesized images indicates that it can improve AR for remote maintenance tasks. With the use of AR, 5G networking, and edge computing, remote assistive maintenance may process information in real-time and increase the effectiveness of communications between local operators and remote experts. In the context of the COVID-19 pandemic, AR remote assistance can help ensure the safety and efficiency of employees, reduce the risk of mistakes, and decrease downtime [148].



Multimodal AR systems can be used to perform maintenance tasks without needing to refer to written instructions or diagrams. In [149], an augmented reality voice assistant (AREVA) designed to provide natural and hands-free assistance for the maintenance of a universal robot gripper is presented. The AREVA system, which combines a voice assistant and AR visualization to make the maintenance process simpler to understand for non-expert operators, was well-received by the subjects. In [145], the advantages of AR maintenance instructions are compared with electronic document-based complex instructions in an industrial setting. The main results show that the consultation time on the AR tablet is 34% faster than on the PDF tablet, and AR reduces errors. In [150], an example of how AR technology can be used for oil pump maintenance is presented. The experiment conducted with four groups of test participants shows the effectiveness and applicability of AR technology for industrial equipment maintenance. The authors of [151] discuss how having access to machine data may enhance the use of augmented reality for maintenance. The added value of direct machine data access from an AR maintenance application has been confirmed by a qualitative assessment with technicians. In [152], a maintenance augmented reality system (MARMA) that uses a smartphone camera to detect and track an asset of interest is proposed. AR technologies are then used to generate detailed instructions for maintenance operators in a natural and understandable way. MARMA was tested in an A/C compressor of the automotive industry and results showed that the 3D visualization of maintenance instructions improved the user experience. In [153], a new AR system called MANTRA is presented, which uses an RGB-D sensor and an IRT camera to automatically align virtual information and temperature on any 3D object in real-time. The MANTRA system was validated in a real-use case, demonstrating the effectiveness of the system compared to traditional methods.



An adaptive augmented reality human–machine interface (AR-HMI) provides suitable sets of maintenance information and guidance to an operator during maintenance to enhance efficiency and safety [154]. In [155], a method for providing an intelligent and adaptable maintenance service assisted by AR technologies is proposed. The approach was validated on an industrial case study, ensuing less time for mold inspection and a reduction in energy.



Intelligent maintenance control combined with AR technologies enables users to track and assess the status of modern manufacturing equipment in real time and reduce the risk of unexpected production stops [156]. The main drawback of using AR for maintenance is related to the complexity of the AR systems which may require specialized training and expertise to be used efficiently.




3.10. Training


Nowadays, classic training has many limitations, and in this area, AR can make a difference in day-to-day life at work or school. There are many methods to introduce this technology at the workplace or school, in a way that employees and students would appreciate.



The augmented reality for teaching, innovation and design (ARTID) tool is used for the representation of mechanical components in engineering. It allows several teaching materials for the representation of surfaces in the Dihedral system to be developed. The students gave very satisfactory feedback in using these complementary contents within an Industrial Design II course [157]. Additionally, in the educational field, augmented reality and virtual reality were used in a training workshop to help students understand how robot systems work. The study used questionnaire and quizzes to evaluate the contribution of the workshop in training integrative thinking skill and understanding the robot system [158].



Deep learning for object detection integrated into the augmented reality application was designed for an oscilloscope, power supply, multimeter, and wave generator, making a framework for a better learning experience for electrical engineering students. The study shows that the average precision of the detection model is satisfactory, and the framework can be useful in industry and educational training [159].



Over time, industrial augmented reality (iAR) has gathered important advantages in transmitting technical information in the fields of maintenance, assembly, and training. The review, based on papers from 1997 to 2019, classifies the visual assets based on what is displayed, on how it conveys information, and why is used [160].



A method of industrial operation training is based on panoramic images. Panoramic augmented reality has been formed by two technologies: training knowledge dynamic guidance technology and the knowledge point mapping technology. The technology of panoramic augmented reality can improve the training effect, compared with traditional training [161].



In order to increase operator engagement and competence, a new approach is related to the training of operators in industrial production processes using VR, AR, and game-based learning [162].



Statistical process control tools were used in research in order to evaluate the effectiveness of virtual and augmented reality-based pedagogical resources. SPC tools are suitable for analyzing data generated by human–computer interactions in virtual learning environments, although the application of SPC is normally used in business processes quality control [163].



The manufacturing sector is the main theme of the research paper where it is argued that augmented reality can be used to provide more effective instructions and guidance than traditional methods. After applying specific examples, it is concluded that AR has the potential to improve worker productivity and support new employees to acquire new learning skills quicker [164]. Additionally, in the aviation field, the current training of pre-flight safety is inefficient and of low quality and cannot meet the current trend of urgently introducing aircraft inspection personnel. Augmented reality is a powerful industrial training technology that directly links instructions on how to perform the service tasks to the aircraft components that require processing. AR training technology pursues high-precision process guidance [165].



A review based on 64 research papers on augmented reality training system (ARTS) shows the trends in the training methods that use augmented reality in each field. Additionally, different training strategies used by the prevailing ARTS are investigated and recommendations for the implementation and evaluation of future ARTSs are provided [166].



Considering the financial aspect in developing an AR training system, the research in [167] proposes a low-cost ARTS that would be more effective than using computer-aided design. The system was designed based on a long-term case study conducted in a boiler manufacturing plant.



The “beWare of the Robot” is a virtual reality training system that simulates the cooperation between industrial robotic manipulators and humans in real-time [168]. The system is designed to help users learn how to work with industrial robotic systems. Researchers describe the system’s setup and configuration, as well as user tracking and navigation issues. Safety issues, such as contacts and collisions, are mainly tackled through “emergencies”, which are warning signals in terms of visual stimuli and sound alarms.



AR is a complex technology that can be used to support trainees to understand better and faster different types of information or to acquire new skills easier. Starting with the educational sector, schools, and universities, and up to the industrial sector, AR is extremely useful both for the educator or trainer, as well as for the student or employee.





4. Discussion


The main aim of this study was to identify the main emergent trends in using augmented and mixed reality technologies in industrial applications. The bibliometric study, which was focused on the past five years of research, allowed us to identify the top ten most popular topics. The contribution of the research study includes an overview of the IAR sector, the synthetic analysis of each topic, and the identification of the current challenges and future directions.



Augmented and mixed reality technologies are slowly but steadily gaining traction in our society. The development of immersive experiences that seamlessly merge the real and virtual worlds has several advantages, such as increased worker productivity, enhanced education and training sessions, and reduced risk of accidents or errors on the job. The industry sector can fully benefit from the progress of modern technologies, such as IoT, AI, and digital twins. One major challenge is how these advanced tools can be combined in order to overcome each other’s limitations. So far, the most common approaches have included a combination of IoT with AI and an AR/VR/XR-based user interface. Deep learning algorithms that collect real-time data from a factory are the stepping stone for predictive maintenance and the development of digital twins. Moreover, DTs rely on the synergy between most of the topics presented in this study and represent a leap forward for the industry sector. However, their rapid adoption is hindered by many limitations, such as computing power, the convergence of the physical and digital world, security issues, and so on.



Current XR devices represent a significant limitation because of their high price, limited field of view, reduced battery autonomy, and weak computing performance, especially in the case of untethered headsets. However, major tech companies are investing heavily in AR/XR technology, and there are ongoing efforts to optimize production and lower the price of producing AR/XR headsets. We may anticipate more cutting-edge and valuable applications for AR/XR glasses as the technology develops, which may boost consumer demand and make them more widely available.




5. Conclusions


This paper aimed to identify the main trends regarding industrial augmented reality through a comprehensive literature review between 2018 and 2022. The analysis revealed ten major topics which were addressed separately. Industry 4.0 was found to be the most popular, with more than 400 papers, followed by the Internet of Things with around 170 references, and artificial intelligence taking third place with 143 studies. Many papers include several high interest topics, for example, the combination of Industry 4.0 with Augmented Reality and IoT can offer information based on real-time data from sensors using a mixed reality headset, such as HoloLens 2. There is an increased interest in applying AR technologies for work training, collaborative assistance and maintenance, as well as to provide data visualization and analytics.



AR technology can provide effective support in industrial processes and improve performance indicators, leading to shorter production times, less training effort, a reduction of errors, and ultimately reduced production costs [144]. Industrial AR has specific constraints compared to other application areas that can lead to application barriers. AR technology has imperfections and limitations, particularly lacking reliability and software support, work safety fulfillment, and overlay accuracy [136]. Therefore, while AR technology can provide benefits in industrial applications, there are still challenges that need to be addressed by AR devices before successful implementation in industrial applications.



The contribution of the research study includes an overview of the IAR sector, the synthetic analysis of each topic, and the identification of the current challenges which will allow the development of future studies.
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Figure 1. Top trending topics related to industrial augmented reality. 
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Figure 2. Industrial augmented reality (IAR) trends. 
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Table 1. Trend indices of selected topics.
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	Pos
	Author Keywords
	Total
	AGR
	ADY
	PDLY
	h-Index





	1
	Industry 4.0
	414
	8.0
	111.0
	53.6
	42



	2
	Internet of Things
	172
	4.5
	40.5
	47.1
	29



	3
	Artificial intelligence
	143
	10.5
	43.0
	60.1
	20



	4
	Smart manufacturing
	104
	4.0
	28.5
	54.8
	24



	5
	Visualization
	103
	−1.0
	24.0
	46.6
	12



	6
	Human–robot interaction
	77
	−0.5
	18.5
	48.1
	15



	7
	Maintenance
	59
	−1.5
	12.0
	40.7
	15



	8
	Digital twin
	53
	3.5
	15.5
	58.5
	13



	9
	Training
	53
	3.5
	13.0
	49.1
	10



	10
	Assembly
	31
	2.0
	8.5
	54.8
	11
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