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Abstract: Recent research in human-robot interaction (HRI) points to possible unfair outcomes caused
by artificial systems based on machine learning. The aim of this study was to investigate if people are
susceptible to social exclusion shown by a robot and, if they are, how they signal the feeling of being
rejected from the group. We review the research on social exclusion in the context of human–human
interaction and explore its relevance for HRI. Then we present the results of our experiment to
simulate social exclusion in the context of HRI: the participants (for whom it was their first encounter
with a robot) and the Nao robot were asked to cooperate in solving the bomb defusal task, during
which the robot favored one participant with whom it had a longer interaction before the task. The
robot was controlled using the Wizard-of-Oz methodology throughout the experiment. Our results
show that the discriminated participants reported a higher feeling of exclusion. Though some other
hypotheses were not confirmed, we present several qualitative observations from our experiment. For
example, it was noticed that the participants who behaved more openly and were more extraverted
acted more comfortably when interacting with the robot.

Keywords: bomb defusal task; human–robot teams; Nao robot; social exclusion in HRI; trust in HRI

1. Introduction

The presence of robots in everyday activities is becoming a reality to which we humans
need to adapt. Nowadays, robots are not just present in factories but are playing an
increasingly important role in social contexts. A major design issue for these social robots is
how to design and program them so that they are trustworthy, safe, and useful for humans.
Though humans vary widely in terms of their gender, age, culture, personality, and so on,
we can still try to find some general design principles that would lead to a trustworthy and
smooth human–robot interaction.

One issue that needs to be investigated thoroughly is how a robot’s presence in a team
with humans, who are engaged in a cooperative task, affects the feelings and behavior of
the human team members. This is important because robots are increasingly being used
in environments where they must interact with more than just a single person. We can
think of such examples as hospitals, care homes, offices, or even households, where robots
are supposed to interact with groups of different people [1–6]. This requires a shift in our
attention from research on dyadic interactions to focusing on groups consisting of humans
and robots.

Previous research has shown that people’s preconceptions and previous experiences
with robots affect their attitudes towards robots and artificial agents. For example, it
has been shown that people who do not have extensive experience with social robots
generally have positive feelings towards them [7]. In another recent study, Esterwood and
Robert [8] have shown that an individual’s attitude towards working with robots (AWOR)
significantly affects their trust repair strategy in human-robot interaction, and this effect
can change over the course of repeated trust violations. (See also [9,10].) In this context, it
is important to study team cooperation in human–robot teams.

One such study [11] examined how the social structure between humans and machines
is affected when the group size is increased from two (human and the machine) to three
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(two humans and a machine). It was found that the addition of one more human to
a social situation resulted in higher doubt about the machine’s non-subjectivity, while
simultaneously consolidating its position in a secondary relationship.

In another study, Rosenthal-von der Pütten and Abrams [12] pointed out that, besides
the social dynamics in human–robot groups, the social consequence of their cooperation is
also important. As robots adapt their behavior based on data gathered through interactions
with people, it is very likely that we will have to deal with the unequal adaptation of
robots to different members of the human group. The underlying reason is that a robot’s
actions and behaviors are based on machine learning algorithms. So, a robot will better
adapt and more accurately predict and match the preferences of the group members with
a larger data set. This might be perceived as unfairness or even discrimination by other
group members [13]. One possible way to avoid such a situation is to first investigate more
carefully how humans behave when a robot is seen as a group member and how they
might react when it shows biased behavior and seems to favor a certain group member.
Only after better understanding the effects of unequal treatment of group members, can
strategies aimed at reducing such problems be developed.

In the rest of this paper, we first introduce the topic of humans as social animals
with a brief discussion of social exclusion. Then we elaborate on human–robot interaction,
followed by the topic of social exclusion and how it manifests in human interactions
with artificial systems and its possible consequences. Then we present our experiment on
investigating social exclusion in human–robot groups. In our experiment, the participants
(for whom it was their first encounter with a robot) and the Nao robot were asked to
cooperate in solving the bomb defusal task, during which the robot favored one participant
with whom it had a longer interaction before the task. The robot was controlled using the
Wizard-of-Oz methodology all through the experiment [14]. Finally, a brief conclusion
sums up the results provided by the study, and ideas for further research in this area
are suggested.

2. Motivation and Background

“Man is by nature a social animal” is not without reason a famous quote of Aristo-
tle [15]. Community is a biologically natural habitat for human beings, who are interdepen-
dent and need others to fulfill their needs. Humans are social creatures who, by spending
much of their time with other human beings, mutually influence each other’s thoughts,
behaviors, beliefs, and emotions, what social psychologists call social influence [16,17]. We
are not only under the influence of others; we also feel the need to be like others and be
recognized as a part of the society or group within which we function. Those individuals
who break established rules risk being laughed at and being socially excluded [18,19].
Group interactions are present at every stage of our lives, starting from early childhood,
when children play together with each other in kindergarten, then learning in groups in
school and competing in sports teams and continuing with starting a family in adulthood.
Even for the elderly, social isolation is a major risk factor [20]. Every human belongs
to some groups from the very beginning, and even some extreme cases such as asocial
individuals are members of some cultural or ethnic group depending on their origin and
upbringing [21]. As emphasized by Baumeister and Leary [22], the feeling of belonging
and the creation of interpersonal relationships are basic human needs. Taking all those
factors into account, it is safe to state that humans are social creatures who naturally engage
and interact in groups.

Here a question arises: how would the presence of an artificial agent, such as a robot,
affect the social interaction in a group? This issue is becoming increasingly important as
more and more social robots are being designed to play an inclusive role in our everyday
lives. Nowadays, robots are designed to be able to cooperate with people, to assist and help
them in everyday activities [1], or even to take part in therapies [2,3,6], education [4,5], and
others. More and more often, robots are being introduced as members in human groups
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and teams [23,24], so it is necessary to develop robotic systems that can communicate with
and adapt to multiple users.

It has been suggested that social rules followed by people during interactions with ar-
tificial agents are in many ways similar to those present in human–human interactions [25].
Moreover, it has also been observed that humans categorize artificial systems such as
robots or even computers [26] in a similar way as they do other humans; they rate more
positively and anthropomorphize more those robots that share with them some similarities
such as nationality [27]. There are cases when people develop a bond with their robotic
team members and feel strongly attached to them: for example, we can mention the first
funeral with a Buddhist ceremony for robot dogs, which took place in Japan in 2015 [28],
or Jibo robot owners who reported being sad on receiving information about its termi-
nation [29]. The analysis conducted by Carter et al. [30] shows that people more often
categorize social media posts about robots (such as Jibo) as referring to humans and not
to robots. Though this raises many ethical issues and questions, what is important for the
purpose of this paper is that forming relationships with artificial agents becomes a reality
for many people. Whereas interaction with another human being is biologically natural
for people, it is hard to predict how working with an artificial system would influence
an individual’s behavior, decisions, or even mental state. Nonetheless, despite the many
limitations of robots, like their lack of basic social skills such as understanding others’ point
of view, emotions, and empathy, human–robot interactions are in many ways similar to
human–human interactions.

For example, Gordon Allport [31] has proposed a contact hypothesis, according to
which increased contact between members of different groups helps to improve intergroup
relations and reduce hostility. Using this hypothesis and combining it with the observations
of Reeves and Nass [32] that people tend to anthropomorphize computers and new media,
Sarda Gou et al. [33] have found that the participants’ implicit attitudes towards robots
increased after watching a video of a friend describing their interaction with a robot. All
this research suggests that some observations from studies on human–human relationships
can apply to human–robot relationships as well.

3. Social Exclusion

The term social exclusion was first coined in France in 1974 by René Lenoir, so it is
quite a recent notion. There are many different definitions in the literature that describe this
phenomenon [34,35], but for this research, we characterize it as a multidimensional process
of depriving and preventing an individual from engaging in fair, equal, and unbiased
interaction within a social group, as well as not perceiving such a person as a full-fledged
member of the group. The result is that the rejected person has no opportunity to participate
under the same conditions as others in a social group. It was originally used in the context
of the marginalization of certain social groups, such as the handicapped, unemployed, or
single parents, addressing serious social issues facing governments all over the world.

Even though some individuals are more prone to being socially excluded because of,
for example, their socio-economic status or bad health, it should be emphasized that it
affects practically every single person. Consider, for example, a hypothetical situation with
a school trip where a child named John gets sick and has to stay home while all his friends
join the trip. After his friends get back from this excursion, they constantly talk about all the
exciting things that happened during the trip. As John cannot relate to his friends, he starts
to feel like an outsider, and he might no longer be perceived as a full-fledged member of the
group. These kinds of situations are quite common, and we all have probably experienced
at least once the feeling of being excluded from a certain group.

A series of studies on the psychological effects of social exclusion conducted by
Jones et al. [36–38] revealed that participants in the out-of-the-loop condition, meaning
those who, in contrast to their team members, did not receive information needed to solve
the main task, reported decreased fulfillment of fundamental needs such as belonging,
self-esteem, control, and meaningful existence. They also reported a worse mood and rated
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their team members lower in terms of liking and trustworthiness. These findings suggest
that depriving a person of an opportunity to interact with others on the same level has
many negative psychological outcomes for the person. Even if these detrimental effects are
of a short duration, they still should not be disregarded, and we should encourage more
in-depth research on different forms of social exclusion.

3.1. Social Exclusion in HRI

The question of how social exclusion might affect people while interacting with
artificial agents such as robots needs a more thorough investigation, though the existing
research so far has suggested that this also has a negative impact on human wellbeing.
In a study conducted by Ruijten, Ham, and Midden [39], the participants first played the
Cyberball game, during which the ball was tossed fewer times to some participants (the
exclusion group) than to others (the inclusion group). This was followed by the main
washing machine task, where the participants were given feedback by a virtual agent about
their choices (about the washing machine task). The results showed that the participants
who were excluded, especially women, were more sensitive to the feedback provided by
the agent.

In a study by Erel et al. [40], regarding ostracism in robot–robot–human interaction,
the Cyberball paradigm in its physical form was used to investigate if interaction with
two non-humanoid robots might lead to the experience of being excluded from the team
and might have an impact on the fundamental psychological needs of the participants.
As predicted, those in the exclusion condition (only about 10% of the ball tosses were
directed at them) reported worse moods and more negative ratings regarding three needs:
belonging, control, and meaningful existence, compared to the participants in the inclusion
and the over-inclusion conditions.

As observed by Claure et al. [41], the problem of unfairness might also arise when a
robot assigns more resources to a team member whose performance is the highest, which
in turn might lead to decreased trust in the system by the other workers. To investigate
this issue, a Tetris game was used where the algorithm assigned blocks to two players.
The algorithm represented three levels of fairness, depending on the minimum allocation
rate for each participant. Even though the team’s performance did not change across the
conditions, there was a decreased level of trust reported by the weaker performers. Another
study that also investigated the perceived fairness of decisions made by an algorithm
showed that the level to which a system is perceived as fair might also depend on how
the person was evaluated by this system [42]. In this study, an algorithm was perceived as
fairer when participants received favorable feedback from it than when the outcome was
unfavorable. It was also emphasized that perceived fairness might depend on individual
differences such as gender or level of education.

Even though such results provide some clues to how humans behave in discriminating
settings while interacting with artificial systems, it is still unclear if they are susceptible to
unfair behavior when it is shown by such a system. (For effects of algorithms behaving
unfairly, see [43].) This is the issue we are exploring in this research, where a robot is a
source of possible exclusion for one of the group members. It might happen that in a place
where more people interact with a robot, such as, for example, at work, in a hospital, or
even at home, the robot would be better at predicting and understanding the requests and
preferences of those who spend more time with it because it has been able to gather more
data on these people’s habits and behavior. Then those who do not spend as much time
with the robot, especially new members of a group that includes a robot, might feel not
only irritated by not being understood appropriately by the robot but also excluded from
the interactions with such a system.

3.2. Consequences of Social Exclusion

Research shows that social exclusion might cause several negative consequences for
humans. It is not surprising that those who experience rejection report having worse
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mood than others, but what might not seem so obvious is that, as shown by Van Beest
and Williams [44], this effect remains even if being excluded by others is beneficial. In this
experiment, the participants played a Euroball game modeled after the commonly used
Cyberball paradigm. Even when the ostracized participants were receiving more money
than the other players, they reported lower mood ratings and satisfaction levels.

It has also been shown that individuals are more aggressive after being socially
excluded. In the studies conducted by Twenge et al. [45], experimenters manipulated the
participants’ feelings of belonging by giving them predictions about their future social
lives that were allegedly based on their personality tests. The participants were also asked
to write an essay on abortion, after which they were given feedback on the quality of the
essay, which was allegedly evaluated by another competent participant. To test the level of
aggressiveness, the participants evaluated the person who rated their essay. As predicted,
the ratings given by those who were told that their future social life would be lonely were
more negative than those given by the people in the other conditions. Moreover, in the next
experiment, participants who were made to feel rejected by their peers (meaning that they
received information that no one chose them as the person with whom they would like to
work) set a higher intensity and a longer duration for the noise blast that was allegedly
given to the person with whom they played the computer game.

Receiving predictions about a lonely future life seems to also affect both the pain
tolerance and the pain threshold, as was shown by DeWall and Baumeister [46]. In this
research, the participants who received a pessimistic future-life scenario had a significantly
higher physical pain threshold and tolerance compared to those in the other three control
conditions. It supports the view that feelings of rejection and exclusion might result in
emotional numbness.

A similar procedure was also used in Baumeister et al. [47], where participants were
asked to fill out the general mental abilities test after receiving predictions about their future
lives. Those who received an anticipation of a lonely future answered fewer questions from
the test accurately, which suggests that a feeling of social rejection might impair intelligence.
However, a significant decrease in cognitive abilities was not observed in the case of simple
information processing. A possible explanation might lie in the impairment of one’s own
executive function. This suggestion was supported by Baumeister et al. [48], where it was
found that social exclusion might indeed have a detrimental effect on self-regulation. After
receiving feedback about their anticipated future social lives, participants were encouraged
to consume a bad-tasting vinegar drink. This task required a high level of self-regulation,
as the participants had to force themselves to drink a beverage that was said to be beneficial
for their health even though it was unpalatable. It was observed that the participants who
received a prediction about a lonely future life drank fewer ounces of the beverage than
those who were told to be accepted by others in the future and even fewer than those who
were predicted to experience misfortunes in their future.

As shown by several studies, even short-term social exclusion might have a negative
impact on different dimensions of human wellbeing. It might not only influence subjective
feelings and mood but also an individual’s behavior and cognitive abilities. Whether similar
consequences might also be caused by rejection from an artificial agent has not yet been
studied. However, studies on interaction between humans might be a good starting point
for establishing future directions of research in human–robot interaction. We conducted
one such empirical study, described below.

4. An Empirical Study on Social Exclusion in Human-Robot Interaction

To find out if people are susceptible to exclusion by a robot, we conducted an ex-
periment where two humans were paired together and asked to cooperate in solving the
bomb defusal task (described later in this section) under two different conditions. In the
experimental condition, the robot made small talk with one participant (called the favored
participant) before starting the task. Then, during the task, the robot gave positive feedback
to the favored participant’s suggestions and ignored the suggestions of the other participant
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(called the discriminated participant). In the control condition, neither participant talked
to the robot before the task, and, during the task, the robot gave similar feedback to both
participants. Before the participants met the robot, they answered a question about their
current mood. After the interaction, they filled out a post-session questionnaire, which
included questions regarding their perception of the robot, their feeling of exclusion from
the team, and their level of identification with the team. We also measured how well the
team performed on the task.

4.1. Hypotheses

As mentioned in the previous section, even in short-term manipulations, social exclu-
sion might have a more pronounced impact compared to other variables such as monetary
benefits. So, we hypothesize that:

H1. The robot’s behavior and actions will be seen as favoring one participant and discriminating
against another. This effect will be reflected in the post-session questionnaires, where the favored
participant will rate the robot more positively than the discriminated participant.

H2. In the post-session questionnaire, we expect the following results regarding the moods of the partic-
ipants: favored participants (experimental condition) > control condition participants > discriminated
participants (experimental condition).

H3. The discriminated participants will report a higher feeling of exclusion, which is indirectly
measured by the items from the Needs Threat Scale [49,50].

H4. The discriminated participants will feel less like a part of the group in comparison to the
favored participants.

H5. The teams in the control condition will perform better than the teams in the experimental
condition, as we hypothesize that the discriminated participant will not feel like cooperating, thereby
degrading the overall performance of the team.

4.2. Participants

Sixty-two Polish adults (32 women and 30 men), ages 18–69 (M = 25.4, SD = 8.7) were
paired into thirty-one teams. Each participant received forty Zlotych (about ten Euros) for
her or his participation in the study. The participants were recruited through advertising
on social media and departmental mailing lists. The participants were randomly assigned
to the control condition or the experimental condition. In the experimental condition, one
participant was randomly selected to be the favored one, and the other participant became
the discriminated one. In some of the pairs, the participants knew each other, and in others
they were strangers. This could influence the feeling of social inclusion. However, we did
not control for this parameter in this experiment; this can be addressed in future research.
For all the participants, it was their first encounter with a robot.

4.3. Materials

The robot used for this study was NAO V6 created by SoftBank Robotics. During the
experiment, in all the interactions with the participants, the robot’s speech was controlled us-
ing the Wizard-of-Oz methodology [14], where a human speaks to the participants through
the robot, but the participant is led to believe that the robot is operating autonomously. The
experimental setup is shown in Figure 1 below.

The bomb defusal task [51], modelled after the Mastermind game, was used as the
main task during the interaction. Twenty-three cables in nine colors were available for
the team. Seven cables had to be chosen and assigned in the right order to seven places
in the code. The goal was to have the color and position of each cable match the target
code held by the experimenter. During the ten minutes of the game, the team had five
opportunities to ask the experimenter for feedback regarding their current guess about the
code. The experimenter gave feedback about how many cables were of the correct color
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and in the correct place, and how many were of the correct color (but not in the correct
place). Only these two numbers were provided as feedback, and no information was given
as to which particular cables were of the correct color and which ones were in the correct
place. The timer was not stopped during the feedback. It was not important if the team
would guess the code correctly before the time expired, as was the case in a similar study
conducted by Jung et al. [51]. After the allotted time, we counted the number of cables that
were placed correctly.
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4.4. Experimental Manipulation

To create a situation where one participant might feel socially included, in the experi-
mental condition, the robot consistently paid attention to one participant while ignoring
the other. Before starting the task, the robot had a short conversation with one participant
(the favored participant), while the other participant (the discriminated participant) was
asked to do a sudoku task. During the bomb defusal task, the robot gave positive feedback
to the suggestions and decisions regarding placement of the wires made by the favored
participant. For example, the robot would say, “Great work <name of the favored partici-
pant>!” after the favored participant made a change in the code, or “Let’s do what <name
of the favored participant> says” after the favored participant gave some suggestions about
the order of the wires. The discriminated participant did not receive any positive feedback,
and his or her suggestions were not supported by the robot. The only times the robot spoke
to the discriminated participant was when it addressed both participants, for example,
while greeting them at the beginning or while saying neutral things such as “Let’s start
the game”.

In the control condition, the robot addressed both participants equally and the same
number of times during the interaction.

To make the robot seem autonomous and an active participant in the task, the robot
made three suggestions during each game for changing the ordering of the wires. This was
the case for both the control and the experimental conditions.

4.5. Dependent Measures

We use the following dependent measures, which are assessed based on the question-
naires filled out by the participants before and after the interaction. Mood was the only
parameter that was measured before and after the interaction. All other parameters were
measured only after the interaction.
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4.5.1. Mood

Participants’ ratings of their mood were measured before and after the interaction
with the robot using the question “How are you feeling right now?”. The answers were
indicated on a 5-point Likert scale ranging from “Never felt worse” to “Better than ever”.

4.5.2. Liking the Robot (Nao)

The participants were asked, “How much do you like Nao?” on the five-point Likert
scale ranging from “Not at all” to “Very much”. This was included to assess the effect of
social exclusion on how the participants liked or disliked the robot after the interaction.

4.5.3. Participants’ Perceptions of the Robot

To assess what impression the robot made on the participants, items from the God-
speed questionnaire series [52] were used regarding the robot’s likeability (unfriendly–
friendly, unkind–kind), perceived intelligence (incompetent–competent, irresponsible–
responsible, unintelligent–intelligent), and perceived safety (anxious–relaxed).

4.5.4. Feeling of Exclusion from the Team

To assess how much excluded from the team the participants felt, items from the
Needs Threat Scale (NTS) [49,50] were used regarding their basic psychological needs. In
particular, the following items from the NTS were used in our questionnaire:

1. During the game, I felt good about myself.
2. I felt that the other participants failed to perceive me as a worthy and likeable person.
3. I felt somewhat inadequate during the game.
4. I felt poorly accepted by the other participants.
5. I felt as though I had made a ‘connection’ or ‘bonded’ with one or more of the

participants during the game.
6. I felt like an outsider during the game.
7. I felt that I was able to change the order of wires in the code as often as I wanted

during the game.
8. I felt somewhat frustrated during the game.
9. I felt in control during the game.
10. I felt that my performance had some effect on the direction of the game.
11. I felt non-existent during the game.
12. I felt as though my existence was meaningless during the game.

Though the validity of the NTS scale has been questioned [49], we still decided to use
it so that our results could be compared to those of other studies that use this scale.

4.5.5. Group Identification

To find out how much integration into the team the participants felt, we asked the
participants to “Circle one of the five graphics that best illustrates your sense of belonging
to the group you were a member of during the study.” The graphics are shown in Figure 2
below: ‘ja’ is ‘I’ and’ zespół’ is ‘group’.
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4.5.6. Team Performance

To check how the teams performed on the task, the number of correctly identified
wires in the best configuration achieved by the team during the 10 min was counted and
compared between the experimental and control conditions.

4.6. Procedure

The experimental procedure was approved by the Ethics Committee of the Institute of
Philosophy of the Jagiellonian University in Kraków.

The experiment was conducted between 13 July 2021, and 6 August 2021. The partic-
ipants were paired randomly and were invited to the laboratory as pairs, with each pair
being allotted a different time slot. Upon arrival, the participants were informed about
the anonymity of the collected data and were asked to sign their consent for voluntary
participation. Then the purpose of the study was described to them: The goal of the study
you are about to participate in is to analyze and observe the behavior of a social robot while
it interacts in a group. This study will take about 30 min and consists of four parts:

1. Pre-session questionnaire.
2. Introduction to the robot and your partner in this task (the second participant).
3. Interaction with the robot solving a game in a group for 10 min.
4. Post-session questionnaire.

Completing the pre-session questionnaire took about one minute, as there was only
one question about their mood.

In the experimental condition, one participant (favored participant) was led by the
experimenter to the room where the robot was present. Nao introduced itself and asked
about the participant’s name. Then Nao continued the conversation by asking a question
such as “How are you doing?” or “How is your day so far?”. Sometimes Nao talked about
the weather, something appropriate for that day such as “quite a hot day isn’t it?” or “do
you enjoy rainy days like today?”. Sometimes Nao added something a bit funny such as, “I
don’t like the summer because my system overheats.” Such humorous dialog was used
quite often. For example, if the participant asked Nao how his day was going, Nao would
say that he was tired from sitting in the lab all day or that all he does is work hard.

The Wizard-of-Oz methodology was employed for all the interactions with the robot,
in which a collaborator of the experimenter talked to the participants through the robot.
This interaction was spontaneous, and the collaborator adjusted Nao’s answers to the
context and the participant’s reactions. Each conversation was a bit different, but the
overall manner of the interactions was neutral with a hint of humor, so that the participant
could loosen up and feel liked by Nao.

During the time the favored participant was talking with the robot, the other partici-
pant (discriminated participant) was asked to solve a sudoku puzzle in a separate room.
After about five minutes, the experimenter led the discriminated participant to the room
with the robot and the favored participant. The robot was briefly introduced to the dis-
criminated participant, and the experimenter informed both participants that now, together
with the robot, they are a team of three, and they are to cooperate to solve the bomb defusal
task. The experimenter explained the rules of the game and answered any questions the
participants had regarding it. The game lasted ten minutes, after which the experimenter
informed the participants that the part of the experiment involving the robot was over. The
robot said goodbye to the participants and thanked them for the play.

Then the participants were handed out the post-session questionnaires, which took
about ten minutes to complete. After this, the participants were debriefed about the real
purpose of the study and about the manipulation that could cause a feeling of exclusion
from the group. Finally, the participants received their payment and were thanked for
their participation.

In the control condition, the procedure was similar except that both participants were
asked to do a sudoku puzzle for five minutes before meeting the robot. The robot was
introduced to both the participants at the same time, and then the procedure was the same
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as in the experimental condition except, as mentioned before, that the robot gave equal
attention to both the participants during the bomb defusal task.

4.7. Quantitative Analysis

The experimental data are available on request. Statistical analyses were performed to
answer the research questions and test the hypotheses. IBM SPSS Statistics version 26 was
used to analyze basic descriptive statistics, one-way ANOVA, and Mann–Whitney U test.
The standard level of significance was applied, α = 0.05.

First, the distributions of quantitative variables were tested. To do this, basic descrip-
tive statistics as well as the Shapiro–Wilk test were calculated. The results are presented in
Table 1.

Table 1. Basic descriptive statistics and the result of Shapiro–Wilk test.

M Me SD Sk. Kurt. Min. Maks. W p

Research group (N = 62)
Mood before 3.71 4.00 0.78 −0.74 1.59 1.00 5.00 0.83 <0.001
Mood after 3.87 4.00 0.81 −0.93 1.87 1.00 5.00 0.82 <0.001
Belonging to the team 4.05 4.00 0.84 −0.61 −0.13 2.00 5.00 0.84 <0.001
Assessment of the robot 3.85 4.00 0.57 −0.73 0.30 2.33 4.83 0.95 0.010
Exclusion from the group 4.42 4.50 0.39 −0.89 0.65 3.25 5.00 0.94 0.003
Groups (N = 31)
Game completion time (in minutes) 7.27 7.50 1.89 −0.07 −1.11 4.00 10.00 0.94 0.061

Abbreviations: M: mean; Me: median; SD: standard deviation; Sk.: skew factor; Kurt.: kurtosis; Min.: minimum;
Maks.: maximum; W: Shapiro–Wilk factor; p: p value.

The Shapiro–Wilk test is insignificant only for the game completion time variable
measured in minutes. Its distribution is then similar to that of the Gauss curve. In the case
of other variables, the results are statistically significant, which means that the distribution
differs from the normal distribution. The skewness for every variable does not exceed the
absolute value of 1, meaning that these distributions are slightly skewed. Nonetheless,
given the robustness of ANOVA, it was used for the analysis despite the non-normality.

To test whether the conditions to which the participants were assigned differentiated
their moods before and after the team interaction (Hypothesis H2), a one-way ANOVA
was conducted. The results are statistically insignificant, so no differences were observed
in terms of their mood between those who were favored, discriminated against, and the
control group, measured before and after the team interaction (Table 2, Figure 3).

Table 2. Differences in the participants’ mood before and after the team interaction.

Control Group
(n = 20)

Favored
(n = 21)

Discriminated
(n = 21)

M SD M SD M SD F p η2

Mood before 3.60 0.99 3.81 0.75 3.71 0.56 0.37 0.695 0.01
Mood after 3.90 1.07 3.89 0.74 3.81 0.60 0.08 0.925 <0.01

Next, a one-way ANOVA was used again to test the differences between conditions
in terms of how much participants liked the robot and their subjective assessments of it
(Hypothesis H1). The research condition was treated as an inter-subject factor (control
group vs. favored participants vs. discriminated participants). Dependent variables
were the likeability of the robot and its assessment. Both effects proved to be statistically
insignificant, which indicates no differences between the compared groups in terms of the
robot’s likeability and its assessment (Table 3, Figure 4).
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A one-way ANOVA was used to inspect whether a research condition differentiates
participants’ feelings of belonging to the team (Hypothesis H4) from their feelings of
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exclusion (Hypothesis H3) which were indirectly measured by the items from the Needs
Threat Scale (Table 4, Figure 5).

Table 4. Comparison of different groups for the feeling of belonging to the team and the feeling of
being excluded from the team.

Control Group
(n = 20)

Favored
(n = 21)

Discriminated
(n = 21)

M SD M SD M SD F p η2

Feeling of belonging to the team 4.10 0.72 4.24 0.77 3.81 0.98 1.45 0.242 0.05
Feeling of being excluded measured
by the items from the Needs Threat Scale 4.51 a 0.25 4.56 a 0.34 4.16 b 0.46 7.53 0.001 0.21

Annotation: Means with a letter index differ from each other at the level of p < 0.05.
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The analysis has shown that the research condition differs from the level of feeling of
exclusion from the team. To test the exact differences, post hoc tests with Games–Howell
correction were carried out. It turned out that the discriminated participants felt a stronger
sense of being excluded from the team than those favored by the robot (p = 0.009) and the
control group (p = 0.015). However, no differences were found between the favored and
the control groups (p = 0.844). Moreover, all groups that are being compared do not differ
in terms of the feeling of belonging to the team.

Lastly, differences in the game completion time between the control group and ex-
perimental group were tested (Hypothesis H5). The non-parametric Mann–Whitney U
test was used. Results are statistically insignificant, which means that no differences were
found between the control and experimental groups in terms of the game completion time
(Table 5).

Table 5. Comparison of control group and experimental group in terms of the game completion time.

Control (n = 10) Experimental (n = 21)

Mean Rank M SD Mean Rank M SD U p η2

Game completion time 15.35 7.15 1.99 16.31 7.33 1.89 98.50 0.787 <0.01



Electronics 2023, 12, 1585 13 of 17

4.8. Qualitative Observations

A meaningful addition to the quantitative results can be provided by observations of
the participants’ behavior and by their comments during and after the interaction. The first
observation is that four teams (13, 18, 21, and 29) reported that the robot did not look at the
right person while speaking. This was because the software for the robot was designed
so that it turned its face towards the source of the loudest sound. So, if the discriminated
participant spoke louder than the favored participant, then the robot turned its face towards
the discriminated participant. However, the robot always addressed the participant by her
or his name (so it used the name of the favored participant), therefore we did not exclude
the data from these teams from the analysis. We emphasize that it was difficult to obtain
participants for this study because of the pandemic. Nonetheless, this factor should be
controlled for in future studies.

During the interaction of team 9, we observed that the discriminated person blushed
and became very quiet after the first few minutes of the game, during which the robot did
not address this person. He also became reluctant to play the game. However, his responses
in the questionnaire were exceptionally positive in regard to the robot’s perception and
the feeling of being accepted by the teammates. This could be the effect of the presence
of the experimenter and the social desirability bias; future studies need to control for this
bias [53,54].

Interestingly, in team 29, the participants were getting more connected to each other,
evidently ignoring the robot, and were negatively disposed towards it from the very
beginning. It could be observed that they did not follow the robot’s suggestions or even
reply to it. Moreover, the participants were irritated only when the robot’s recommendation
regarding the code turned out to be incorrect, but not when their suggestion turned out to
be wrong. It was as if the robot was the discriminated group member and not the human
participants. (See the discussion in [55,56]). To explore this phenomenon further requires
assessment of the attitudes of the participants towards the robot before starting the task.
For example, the participants could be shown a picture or video of the robot used in the
study and then asked to fill out the Godspeed questionnaire before starting the game.

Another observation worth mentioning is that those who behaved in a more ex-
traverted fashion and were open towards the robot acted more comfortably than those
who seemed to be shy and uneasy while interacting with the robot. Correlations between
the participants’ behavior while interacting with artificial agents, their perceptions of
robots, and their personalities have already been discussed in recent studies suggesting
that more extraverted individuals interact with robots more willingly [57]. Taking these
findings into account, investigating the role of personality in human–robot group interac-
tion, where one of the participants is induced to feel excluded, seems to be a promising
area of future research.

5. Discussion

The main goal of the study was to investigate if people are susceptible to exclusion
by the robot in human–human–robot interactions. During the interaction, the participants
and the robot had to construct a code from the colorful cables that matched the target
code held by the experimenter. The experimental condition was designed in such a way
that one of the participants would feel excluded. Before starting the task, the robot made
small talk with the favored participant, while the discriminated participant was asked
to do a sudoku puzzle. During the task, the robot addressed the favored participant by
her or his name and gave positive feedback to her or his suggestions, while ignoring the
discriminated participant. The discriminated participant was aware that the robot could
talk with either participant—before starting the task, the robot introduced itself to both
participants, and during the task, there were some neutral suggestions that were directed
at both participants—but the robot never addressed the discriminated participant alone
or called her or him by name. However, as the statistical analysis revealed, we found no
difference in the mood ratings before and after the experiment among the participants from
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the control, favored, and discriminated groups. These groups also rated the robot similarly
and felt that it was part of their team at a similar level. Nonetheless, statistically significant
differences were found for the participants’ feeling of being excluded from the group as
measured by the items from the Needs Threat Scale. This effect supports prior studies on
exclusion in HRI [40].

Our study was conducted during the pandemic, and so it was very difficult to recruit
many participants. Nonetheless, we make some observations based on this study that
would be useful for future research. For instance, one confounding factor, which we
did not control in our study, is the participants’ familiarity with each other. Ideally, we
would like to have two groups: one in which the two participants are familiar with each
other and another in which they are not. We hypothesize that when the participants are
familiar with each other, their mutual relationship may play a bigger role than the fact that
the robot is favoring one of them. It should be noted that this is not always the case in
human–human relationships: strong bonds of friendship may be strained or even broken
by a newcomer [58]. It is also possible that when the two participants are not familiar
with each other, the excluded participant may not care that much about being excluded.
This is something that needs to be addressed in future studies: how familiarity influences
exclusion in human–human–robot teams.

Another factor related to the bomb defusal task, where our study differed from
the previous ones [51,59], was that the duration of interaction with the robot was not
constant across all the teams. This was because, unlike the previous studies, in our case
most of the teams finished the task within the allotted time of ten minutes. Due to this
uneven interaction time, it was not possible to test the team’s effectiveness depending
on the experimental condition as planned. Future work should make the task harder by
decreasing the number of feedback groups receive during the game or by increasing the
number of cables in the code. However, the statistically significant results regarding the
feeling of being excluded suggest that this feeling develops in the very first few minutes of
interaction in an unfair environment.

That we found no difference in the participants’ ratings of the robot shows that
rejection from Nao did not affect the participants’ attitude towards it. This is similar to
the results from Nash et al. [60], except that in our study, the Godspeed questionnaire
(administered after the task) was specifically aimed at the robot Nao and not at robots in
general. In the debriefing session, some participants asked questions about the capabilities
of the robot and how it worked. Some discriminated participants also commented that they
thought the robot addressed only the favored participant because it had met her or him a
little earlier, but some others commented that the robot was not addressing them because it
did not remember their name. This explanation of the robot’s favoring behavior might have
made the discriminated participants more understanding towards the robot because they
did not take its behavior personally. This explanation is supported by the two case studies
shown in Isabella Willinger’s 2019 documentary, Hi, A.I. In one case, Grandma Sakurai
and her elderly friends interact with the robot Pepper in Japan. In the second case, Chuck
in the US interacts with a companion robot named Harmony. In both these studies, even
when the robot does not understand the remark directed at it and makes some irrelevant
response, the human partner takes a benign attitude towards it, as one would with a child.
To explicitly check for this phenomenon, future research should devise ways to study this
effect through questionnaires and psychophysical measurements.

For all our participants, it was their first encounter with a robot, and they were not
sure before the experiment what to expect. In the future, it would be interesting to study
social exclusion in human–human–robot teams where the participants have some previous
experience with robots (for example, conducting a similar study with participants in Japan)
and to compare those results with ours. There is some existing research on how previous
exposure to robots influences people’s attitudes towards them [7,8,33,61–63], and it would
be useful to see how this extends to social exclusion. Moreover, such studies would allow
us to design culture-specific solutions to creating effective human–robot teams [64].
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6. Conclusions

This study contributes to the existing research on exclusion in human–robot groups. It
has been shown that the favoring behavior of the robot towards one of its team members
results in a stronger feeling of exclusion in the discriminated participants in comparison to
those favored by the robot and those from the control group. Even though other hypotheses
regarding participants’ mood, feelings towards the robot, feeling of belonging to the team,
and groups’ effectiveness on the task were not confirmed, the study can be treated as
inspiration and encouragement to further investigate the behavior of participants during
human–robot group interactions. This paper provides suggestions for further research in
this area based on what could be observed and learned from our study.

As the technology for social robots is maturing at a rapid rate, one expects that
scenarios for human–robot teams, which so far have remained in the realm of fiction (for
example, The Murderbot Diaries by Martha Wells), will become a reality soon. Philosophers
are discussing ways to redefine the concept of friendship to include robots as well [65].
To prepare for this inevitable future, it is necessary that we study cognitive and affective
aspects of how humans respond to robot team members [24]. The study presented here
takes one small step in this direction.
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