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Ławryńczuk

Received: 30 January 2023

Revised: 3 March 2023

Accepted: 5 March 2023

Published: 9 March 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Article

HIT-GCN: Spatial-Temporal Graph Convolutional Network
Embedded with Heterogeneous Information of Road Network
for Traffic Forecasting
Haitao Xiong, Guojiang Shen , Xiang Lan, Haopeng Yuan and Xiangjie Kong *

College of Computer Science & Technology, Zhejiang University of Technology, Hangzhou 310023, China
* Correspondence: xjkong@ieee.org

Abstract: In road networks, attribute information carried by road segment nodes, such as weather
and points of interest (POI), exhibit strong heterogeneity and often involve one-to-many or many-
to-one relationships. However, research on such heterogeneity in traffic prediction is relatively
limited. Our research examines how varying the network propagation pattern based on the degree of
node-to-node heterogeneity of information affects the model prediction performance. Specifically,
at the node level, we use knowledge embedding to generate knowledge vectors that quantify the
heterogeneity among the attribute information of a node. At the road network level, we calculate a
homogeneity adjacency matrix that captures both the topological structure of the road network and
the similarity of node heterogeneity. This adjacency matrix assigns different weights to neighbors
based on their homogeneity, guiding the propagation of graph convolutional networks (GCN). Finally,
we separate the representation of propagation into self-representation and neighbor representation
to extract multi-attribute information, including self, homogeneity, and heterogeneity. Experiments
on real datasets demonstrate that the incorporation of our homogeneity adjacency matrix leads to
a significant improvement in the accuracy of short-term and long-term prediction compared with
previous work on homogeneous and single-dimensional information. Furthermore, our approach
maintains its performance advantage over baseline models under different embedding dimensions
and parameter settings.

Keywords: traffic forecasting; heterogeneity information; adjacency matrix; knowledge graph
embedding

1. Introduction

Transportation has a significant impact on the operation of modern society and the
development of production, as well as deeply affecting the daily lives of individuals. With
the increasing number of vehicles and the complexity of road networks, transportation
problems have become more acute, especially in urban areas, where urgent solutions are
needed. To meet the traffic control requirements of cities, an intelligent transportation
system capable of predicting, analyzing, and controlling traffic is needed to create a safe
and orderly urban transportation management [1]. Traffic speed prediction is a key task
in traffic management and planning. Successful traffic speed prediction can enable a
series of applications, such as real-time traffic management, route planning, and intelligent
transportation systems, which ultimately contribute to improving the safety and efficiency
of traffic networks. Traffic speed is defined as the average speed of vehicles passing through
a spatial unit during a given period of time. The speed value on urban roads can reflect
the degree of congestion in road traffic, which can also serve as a reference index for
applications such as route navigation and arrival estimation. Traffic speed prediction
aims to predict the speed of future traffic flow given a road network and historical traffic
observations (e.g., recorded by sensors). Traffic speed prediction plays an important role in
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urban traffic planning, management, and control, providing decision support for urban
vehicles. For example, traffic speed prediction can help vehicles make optimal decisions by
predicting the speed of traffic flow on a road section during a certain period of time, thus
obtaining the fastest route and avoiding traffic congestion.

However, traffic speed is affected by various external factors, such as weather con-
ditions, bus stops, emergency events, holidays, and the distribution of nearby points of
interest (POIs). These external factors directly or indirectly affect traffic speed prediction.
For example, changes in weather conditions may affect road conditions and, in turn, traffic
speed [2]. The distribution of POIs may also indirectly affect traffic speed [3]. Typically,
in areas with dense POI distribution, traffic flow is greater, and traffic speed is relatively
slower. Meanwhile, these external information sources exhibit strong heterogeneity, with
multiple-to-one or one-to-many relationships existing between road segment nodes and
attribute information, such as a single road segment corresponding to multiple POIs or a
weather data point corresponding to multiple road segments and dates. Therefore, how to
quantify the heterogeneity of information and then utilize this heterogeneity in our research
work has become a major focus of our study.

In knowledge graphs, networks with different types of objects and relations are
referred to as heterogeneous information networks [4]. We consider external factors that
influence urban traffic prediction as heterogeneous external information (such as weather,
POI distribution, etc.), because the entities, attributes, and relationships of this information
are all heterogeneous. At the level of individual nodes in the road network, we embed
the heterogeneous information of the nodes, so that the resulting embedding vectors can
contain this heterogeneous information, and different attributes and relationships can be
quantified. In the overall network framework, the degree of heterogeneity between the
attribute information carried by nodes is compared to determine whether two road nodes
have similar spatial characteristics, fully utilizing the differences in this information to
better assist us in traffic prediction and improve prediction accuracy and reliability. Existing
research that considers external factors solely focuses on these factors, ignoring the influence
of the relationship between traffic information and external factors on traffic. A few methods
have utilized this information [5], but have not fully leveraged the heterogeneity of this
information. We use knowledge graph embedding to quantify this external heterogeneous
information and thus utilize the heterogeneity of this attribute information.Our work makes
the following contributions:

1. We propose a framework for processing spatiotemporal graph convolutional networks
with heterogeneous information, which addresses the heterogeneity problem among
attribute information carried by road network nodes in the field of traffic predic-
tion. Compared with previous work that dealt with homogeneous information and
single-dimensional information, we achieve good results in processing heterogeneous
information.

2. We calculate a homogeneity adjacency matrix based on the topological structure of
the road network and the similarity degree of information heterogeneity between
nodes. This guides changes to the propagation method of GCN, allowing it to better
account for the node characteristics of “heterogeneous information and topological
structure” that are similar. At the same time, we divide the feature representation
into self-representation and neighbor representation to facilitate the extraction of
multi-attribute information (self, homogeneity, heterogeneity).

3. Finally, we conduct comparative and ablation experiments on two real datasets of
Shenzhen taxis and the corresponding heterogeneous information possessed by road
sections, and verify the excellent performance of the model.

The rest of this paper is organized as follows. In Section 2, the related work of
spatiotemporal graph convolutional networks and knowledge representation is provided.
Section 3 discusses methodology and formulation settings. The viability of the strategy is
then empirically proven in Section 4. Section 5 is finished with a summary.
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2. Related Work
2.1. Spatial-Temporal Graph Convolutional Network

In this era of the Internet of Everything (IoE), the data collection and application of
large-scale interconnected devices have solved many practical problems [6]. In the field of
the Internet of Vehicles, especially, the role is significant. Gaohui Duan et al. designed a
joint computing and caching framework by integrating a deep deterministic policy gradient
(DDPG) algorithm to solve the energy cost problem that is significant to the Mobile network
operators [7]. Xiangjie Kong et al. utilized vehicle trajectory data generation model [8] and
analyzed urban division and mobility patterns. Interconnected speed collection devices
at road junctions provide powerful data support for traffic flow prediction. In the field of
traffic flow forecasting, traditional forecasting models, such as the History Average Model
and the Time-Series Model, usually use statistical analysis to predict traffic conditions. With
the continuous development of machine learning and deep learning, the application of deep
neural network models in the field of traffic prediction is gradually mature. Tedjopurnomo,
David Alexander, et al. explained in detail the popular deep neural network architecture
commonly used in traffic flow prediction literature, and summarized the similarities and
differences between the various research [9]. Convolutional neural networks and recurrent
neural networks (RNNs) [10] are also used in traffic prediction problems to model temporal
and spatial correlations. Long short-term memory (LSTM) and gated recurrent units
(GRU) [11], which are frequently used to explore the temporal characteristics of traffic
data, are among them. However, the general deep learning model can only be applied to
Euclidean data (i.e., image, text and video). When processing traffic data, the road network
data needs to be converted into grid data, which destroys the inherent connectivity of the
road network. Additionally, graph neural networks (GNNs) have developed to effectively
address this weakness because graph structure is naturally suitable for the modeling of road
networks. GNNs have recently taken the lead in deep learning research [12], demonstrating
cutting-edge performance in a range of applications [13]. As a neural network that operates
directly on graph structures, GNNs can recognize intricate relationships between objects
and conclude graphically represented data. GNNs have been proven to be effective in
various node-level, edge-level, and graph-level prediction tasks [14]. In addition, GNNs
may be roughly divided into four types: recursive GNNs, convolutional GNNs, graph
autoencoders [15], and spatio-temporal GNNs [16]. On the type of convolutional GNN, a
neural network model of graph convolution, GCN, was gradually developed [17]. GCN is a
convolution GNN based on spectrum, in which graph convolution is defined by introducing
a filter from graph signal processing in the spectrum domain (e.g., Fourier domain).

Many researchers have used GNNs in the study of traffic because of the model charac-
teristics of GCNs. Numerous variations of GNNs have been used in the analysis of traffic
as a result of the development of GCNs. To address the congestion recognition problem,
Shen, Guojiang, et al. proposed an attention-based directed graph convolutional network
(ADGCN)-supported framework [18]. Xiangjie Kong et al. proposed a dynamic graph con-
volutional recurrent imputation network (DGCRIN) [19], which employs a graph generator
and dynamic graph convolutional gated recurrent unit (DGCGRU) to perform fine-grained
modeling of the dynamic spatiotemporal dependencies of road network. Zhi Liu et al.
proposed a dynamic multi-view coupled graph convolution (DMV-GCN) [20] to solve the
problem that urban travel demand is affected by regional functions such as weather. Liang
Yang et al. proposed a new graph convolution network (TO-GCN) [21] based on topology
optimization, which fully exploits the potential information by simultaneously improving
the network topology and learning the Topology Optimization based parameters of the fully
connected network (FCN). Shengnan Guo et al. proposed the ASTGCN [22] model, which
employs both graph convolution and attention mechanisms to model traffic data in the
form of network structures. Ling Zhao et al. proposed the temporal graph convolution net-
work model (T-GCN) [23] to capture both spatial and temporal dependencies, which fuses
graph convolution and gated cyclic units. Jiawei Zhu proposed the KST-GCN [24] model,
which captured the spatio-temporal characteristics of traffic while capturing the knowledge
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structure and semantic relationships between traffic information and attributes. Using a
data-driven approach, Ping Lu et al. proposed a dynamic spatio-temporal perceptual graph
to replace the predefined static graph in traditional graph convolution. Based on this, they
also designed a new graph neural network architecture DST-GCN [25]. The model not only
represents dynamic spatial correlations between nodes through an improved multi-headed
attention mechanism but also obtains a wide range of dynamic temporal dependencies
from multiple perceptual field features through multi-scale gated convolution. To learn
human mobility knowledge from the fixed human mobility patterns. Xiangjie Kong et al.
proposed a multi-pattern passenger flow prediction framework, MPGCN [26], based on
GCN, to address this research gap.

2.2. Knowledge Representation and Knowledge Embedding

In GCN, the adjacency matrix is seen as the key to capturing spatial correlation in
traffic prediction. We were motivated by the work mentioned above, where they directly
or indirectly altered the adjacency matrix and consequently influenced the propagation
method to obtain a more suitable architecture. To quantify the heterogeneous information of
road segments, we create a knowledge graph by embedding the heterogeneous information
of nodes in the road network using knowledge mapping techniques. The basic composition
of a knowledge graph is a triad of <entity, relation, entity>, and entities are linked to each
other by relations, forming a complex mesh of knowledge structures [27], which is mostly
used for modeling relational data. In recent years, knowledge graphs have been widely used
in applications such as recommender systems [28–31], finance [32,33] and e-commerce [34].
We use knowledge graph techniques to embed heterogeneous information about nodes in
a road network and model the data for heterogeneous information. The core idea behind
Knowledge Representation and Knowledge Graph Embedding (KGE) [35] is Learning from
the representation of things and relations in a knowledge base. By projecting entities or
relationships onto low-dimensional vector space, semantic information representation and
embedding of entities and relationships are realized. To achieve knowledge representation
and embedding, Bordes’ TransE [36] approach proposed in 2013 interprets relationships in
a knowledge base as a type of translation vector between entities. TransH [37], which is
based on TransE, proposes employing hyperplane normal vectors and translation vectors to
express relationships to overcome the complex relationship representation problem. Yankai
Lin et al. proposed TransR [38] and KR-EAR [39] based on both TransE and TransH, which
separate KG relations into attributes and relations. They use attribute-based tuple encoding
to embed the relations between entities and attributes, and associative tuple encoding to
embed the links between entities and relations, acting as a classification model in attribute
prediction. The model can depict both the properties shared by entities as well as their
relationships. We need a model that can retain a more extensive range of information and
structure because external data on urban transportation (such as weather and POI) is made
up of numerous diverse entities, relationships, and attributes, which is a rich type of data
with complex interactions. As a result, we select the KR-EAR model as our knowledge
representation model.

3. Methods
3.1. Framework and Problem Definition

The goal of traffic speed forecasting is to predict traffic speed in a specified period
through previous road traffic speeds as well as some external data. In the original network
for predicting traffic speed, its input is only the current speed characteristics of the road
section, the information of the nodes and the heterogeneity between them is not taken into
account. Based on these, spatial-temporal graph convolutional network embedded with
heterogeneous information of road network(HIT-GCN) is proposed, as shown in Figure 1.
We first fuse the multi-attribute external heterogeneous information and the original veloc-
ity features to obtain the knowledge graph embedding vector, which is used as the input
of our GCN network. At the same time, we calculate the embedding correlation matrix
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from the obtained embedding vector and combine it with the original network topology
adjacency matrix with adjustable parameters to obtain the final homogeneous adjacency
matrix. Finally, this homogeneous adjacency matrix is fed into the spatio-temporal convo-
lutional network together with the constructed knowledge graph embedding vector for the
extraction of spatio-temporal features to obtain the final speed forecasting.
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Figure 1. The framework of the proposed HIT-GCN.

In ITS, we define each road segment as a node, and the connection relationship
between road segments as the edges connected between nodes, so that we map the road
network into a graph structure, represented G = (V, E), where V = {v1, v2, . . . , vn} is the
set of nodes, vi denotes the ith road and n is the number of roads and E = {ei,j} ⊆ V ×V
is the set of edges connecting roads with eij = 1 indicates that road section i is connected to
section j, Otherwise eij = 0 means not connected.

Following the definition of the roadmap network G, we combine the knowledge
graph KG made up of external heterogeneous information, the speed feature matrix X, and
the roadmap network G into a learning function y = f (G, X, KG), In other words, using
historical and future velocity information, as well as external heterogeneous information
on the road segment nodes and topology, as stated in Equation (1), we learn the velocity
information for the period T:

[xt+1, xt+2, . . . , xt+T ] = f (G, X, KG) (1)

where X is the characteristic matrix of the road network, xt
i represents the speed attribute

of the road section i at moment t, KGt
i in the knowledge graph denotes the heterogeneous

information attributes external to road segment i that affect traffic speed at moment t.
After defining the road network G and learning function y = f (G, X, KG), we describe

the algorithm for the cellular model called HIT-Cell in heterogeneous information spatio-
temporal graph convolutional networks, as shown in Algorithm 1. To accurately predict
the traffic speed values, we first implement the computation of a knowledge graph embed-
ding vector that quantifies the heterogeneous information, then compute a homogenous
adjacency matrix that is fed into GCN network along with a feature matrix that fuses the
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knowledge graph with the original speed features to capture the spatial attributes of the
nodes. Finally, we compute a GRU that captures the temporal attributes of the nodes.

Algorithm 1 HIT-Cell of HIT-GCN.

Input: The node feature Xt of the traffic speed, Weather, POI
1: Calculate the embedding vector XE ←Weather, POI using Equation (7);
2: Calculate heterogeneous information similarity matrix AKG using Equation (8);
3: Calculate topological similarity adjacency matrix T← A + A2 + · · ·+ Ak;
4: Update the homogeneous adjacency matrix AH ← αAKG + βT using Equation (10);
5: Calculate Xt

′ ← Xt
′ = Relu(KG ∗ Xt ∗ ws + bs) using Equation (12);

6: Update Xt
′ ← Xt

′(l) = σ(µZ(l−1)W(l)
e + ξD̂−1 AHXt

′ (l−1)
W(l)

n ) using Equation (13)
7: Calculate yt, ht ← GRU(Xt

′
, ht−1)

Output: Ŷ denotes the predicted value of traffic speed

3.2. Embedding Heterogeneous Information

By embedding the Entity and Relationships in the knowledge graph into a continuous
vector space, knowledge graph embedding is a crucial method for solving the comple-
mentation problem of the knowledge graph. This method preserves the structural data of
the knowledge graph while streamlining computation. Traditional knowledge representa-
tions from the past frequently contained entities and relationships in a low-dimensional
semantic space and made the assumption that all relationships were the same, which is
different from the heterogeneous data we need to incorporate. The information that road
nodes possess is frequently heterogeneous, and both the attributes and relationships are
frequently diverse. For instance, attribute relationships for roads may be many-to-one or
one-to-many. We utilize the entity-attribute relationship knowledge representation model
KR-EAR to effectively handle the embedding of this heterogeneous information. To accu-
rately capture the attribute and relationship components of the heterogeneous information,
this model encodes in three dimensions: entity, relationship, and attribute. In our study,
we can effectively exploit the section’s heterogeneous information by precisely capturing
the heterogeneous attribute associations of various entities. The KR-EAR paradigm uses
relational encoding and attributes encoding as its two types of encoding. The embedding of
node heterogeneous information will be calculated in the sections that follow in two parts.

It is our goal to describe the relationships between entities in the relational tuple
encoding portion, and we define the conditional probability P to be learned as:

P((vi, adj, vj)|XKG) =
exp( frel(vi, adj, vj))

∑vi
′∈V exp( frel(vi

′, adj, vj)))
(2)

where the triplet (vi, adj, vj) represents the connection between node vi and node vj, XKG is
the relational embedding vector that we need to learn, and frel(vi, adj, vj) is a function of
the energy of TransR.

frel(vi, adj, vj) = − ‖ vi Mr + adj− vj Mr‖L1/L2 + b1 (3)

where Mr is the weight matrix of the TransR function and b1 is the bias term. Of course,
other KR models such as TransD [40] KG2E [41], and TranSparse [42] can also be easily
trivially encoded for the relation. Since the excellent performance of TransR was verified in
the KR-EAR model. In our work, we use TransR as the energy function for this part, and
the function is defined as in Equation (3).

In the attribute tuple encoding section, which is then used to model the association of
entities and attributes, in the association of attributes section, it is considered that multiple
attributes of the same entity are related in some way, and we formulate all attributes as:

R_att = {(vi, attl , attl_vi)}, i, j ∈ {1, 2, . . . , n}, l ∈ {1, 2, . . . , L} (4)
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where in (vi, attl , attl_vi), attl denotes the lth class attribute of node vi, attl_vi denotes the
specific value of the lth class attribute of node vi, We define the conditional probability P to
be learned as:

P((vi, attl , Keyi
l))|XKG) =

exp( fatt(vi, attl , Keyi
l))

∑Keyi′
l ∈VKeyi

l
exp( fatt(vi, attl , Keyi′

l )
(5)

In this part, the entity embedding is transformed into the attribute space by a single-
layer neural network, and then the semantic similarity between the transformed embed-
ding and the embedding of the corresponding attribute value is calculated. Similarly,
fatt(vi, attl , attl_vi) is a function of TransR:

fatt(vi, attl , Keyi
l) = − ‖ f (viWattl + battl − Tattl_Key)‖L1/L2 + b2 (6)

where f (·) is a nonlinear function, such as tanh, battl is the bias term for attribute attl ,
Tattl_Key is the embedding of the attribute value Keyi

l , and b2 is the bias.
The objective optimization function, which is to maximize the joint conditional prob-

ability to achieve the ultimate embedding vector XKG that we require, is then jointly
determined by combining the relation tuple and the attribute tuple. This is defined below:

P(R, Ratt|XE) = P(R|XE)P(Ratt|XE)

= P((v, adj, vj)|XE)P((vi, attl , attl_vi)|XE)
(7)

In conclusion, we utilize the knowledge representation model KR-EAR in this section
of the study to gain the embedding vector from the attribute and relationship dimensions,
respectively. This embedding vector quantifies the external attribute and relationship
information of the road section entities, effectively fusing the external heterogeneous
information of the nodes into the embedding vector. This embedding vector serves as a
strong foundation for the computation of the homogeneous adjacency matrix and the fusion
of the original velocity features with trustworthy external heterogeneous information.

3.3. Homogeneous Adjacency Matrix
3.3.1. Homogeneous Adjacency Matrix Operations

By calculating the similarity of heterogeneous information between nodes and the
similarity of topology during the propagation process, the homogeneous adjacency matrix
is created to alter the propagation of the original GCN so that it is better able to handle
neighbouring nodes with close similarity. The influence of these two dimensions on the
characteristics of the nodes is obvious. For this reason, we calculate the final homogeneous
adjacency matrix from each of the two dimensions, and finally linearly merge the results of
the two dimensions using adjustable parameters, as shown in Figure 2
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Figure 2. Homogeneous adjacency matrix operations.
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The first aspect uses the degree of similarity of the heterogeneous information to
calculate the neighbourhood weights of two nodes, In the above work the heterogeneity
embedding vector XKG which makes each node have some external heterogeneous informa-
tion about the current section is calculated, so we can use the embedding vector to calculate
the heterogeneous correlation between nodes. To express the heterogeneous correlation
between nodes, which is partially characterized by utilizing KG instead of XKG, we define
a heterogeneous information similarity matrix called AKG. As seen below,AKG the AKG
is calculated:

AKG = KG× KGT (8)

where KG denotes the heterogeneous information embedding representation vector and
AKGi,j = KGi × KGj

T denotes the degree of similarity between the node ai and aj node
with heterogeneous information, i.e., the weight between nodes in the propagation process
of the network.

The topology of neighbouring nodes and surrounding nodes, on the other hand, is
what is meant by the topological properties of a traffic road network. The traffic conditions
on the upstream roads have a significant impact on the downstream roads through the
state shift in time in the field of traffic, for example, traffic accidents, traffic jams, and other
occurrences will directly affect the state of vehicles on the downstream roads. This is based
on the characteristics of the traffic flow. Therefore, we obtain the topological similarity
adjacency matrix T from the network topology information and perform structure transfer
in the k-order network to obtain the network structure of multi-order neighbours. As
a result, the importance of the upstream and downstream topology to the traffic road
network is obvious, and roads with similar road network topology have a higher similarity.
Equation (9) defines the topological similarity adjacency matrix T:

T = A + A2 + · · ·+ Ak (9)

In our work, k was finally adjusted to 3 because the impact of a node’s 3rd order
neighbours has gradually diminished in earlier studies, we had the best results with k = 3
in subsequent trials, and the task’s training time was significantly decreased given the
algorithm’s complexity.

To produce the final homogeneous adjacency matrix A from the two dimensions of
network topology similarity and heterogeneous information similarity degree, calculated
as follows, we set two learnable hyperparameters to provide the model structure greater
dependability:

AH = αAKG + βT (10)

where α and β are hyper-parameters. As α approaches 1, our homogeneous adjacency
matrix concentrates more on the heterogeneous correlation between nodes. In a similar
vein, as β approach 1, the model concentrates more on the network architecture. The
following experimental study will illustrate how we have established through thorough
testing that the model performs at its peak when α = 0.4 and β = 0.8. Because T reflects
the similarity of network architecture between nodes and AKG reflects the similarity of
heterogeneous information between two nodes, which do not conflict with one another
and do not affect the results of the experiment, the linear combination is possible.

3.3.2. Feature Propagation Process of HIT-GCN

Our main aim is to effectively change the propagation path of GCN and the focus
of feature extraction so that more useful spatial characteristics can be discovered. We
use the resulting homogeneous adjacency matrix to apply graph convolution because
the homogeneous adjacency matrix constructed in this method represents the similarity
between two nodes with heterogeneous information and the similarity of the network
architecture. Feature propagation based on the similarity provided by the homogeneous
adjacency matrix and the weights between nodes increases the extraction of features from
nodes with the same heterogeneous information and similar network topology while re-
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ducing the influence of nodes with heterogeneous information and different attribute. To
make sure that the self-information is adequate, we additionally put up a new represen-
tation that is split into a self-representation and a neighborhood-representation. While
the neighborhood-representation uses the weights given to neighbouring nodes by the
homogeneous adjacency matrix, allowing the neighborhood-representation to effectively
obtain the feature information of the surrounding nodes, the self-representation uses the
output of the upper layer of the current model as input to the current layer. In summary,
we give the HI-GCN model of heterogeneous information graph convolutional networks
generated based on heterogeneous information attributes as well as network topology,
denoted as:

Z(l) = σ(µZ(l−1)W(l)
e + ξD̂−1 AHZ(l−1)W(l)

n ) (11)

where µ and ξ denote the weights of self-representation, and neighborhood-representation
respectively, D̂ is the diagonal matrix, Z(0) = X represents the attributes of the original
node, σ(·) and is the activation function.

3.4. Homogeneity-Guided Propagation of Spatio-Temporal Graph Convolutional Networks

The main objective of our work is to perform accurate traffic speed forecasting by
using the node features of the road network for training purposes, and the node features
are classified into spatial and temporal attributes. Therefore, to learn the node features
more efficiently, we design the model not only by extracting the spatial features from the
road network through GCN but also by considering the learning of the temporal features.
Finally, the two parts of the extracted features need to be effectively combined to form a
whole network.

3.4.1. Spatial Convolution Module

For the node feature learning process, the usage of knowledge graphs composed of
diverse information carried by road network nodes is crucial. In the above process, we
calculated the homogeneous neighbourhood matrix from the computed knowledge graph
KG, which was adopted in the input part of GCN to highlight the strong influence of
heterogeneous information on the nodes. An adjacency matrix and a feature matrix make
up the output part of a standard GCN network, which enables GCN network to learn the
feature properties of the nearby nodes based on the adjacency matrix. In this section, we
change the input feature matrix by combining the knowledge graph we created (KG) with
the initial road segment features Xt to produce the final road segment features Xt

′, which
are computed as follows:

Xt
′ = Relu(KG ∗ Xt ∗ ws + bs) (12)

Then, to extract spatial features, we input the fused features Xt
′ and the computed

homogeneous adjacency matrix into GCN network. We define a function gc(Xt
′(l−1), A) to

represent the full GCN module, which is represented by the following equation:

fgc(Xt
′(l), A) = σ(µXt

′(l−1)W(l)
e + ξD̂−1 AHXt

′(l−1)W(l)
n ) (13)

where W(l) is the layer convolution’s weight matrix, Xt
′ is the fused features of the original

features and the external heterogeneous information, The first layer of Xt
′ is the initial

value of the fused knowledge graph and section features, and AH is the homogeneous
adjacency matrix containing the heterogeneous information and the network topology.

3.4.2. Temporal Convolution Module

After extracting the spatial feature attributes, we then perform time-dependent capture
using recurrent neural networks in the field of time series forecasting, and to finish this
study project, we utilize the gated recurrent unit GRU. The GRU was chosen because
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of its performance and principles, which are similar to those of the LSTM, as well as its
simplicity and ease of training. Additionally, because it has fewer parameters to tweak, the
experimental component and training time may be effectively optimized. The following is
an example of a GRU formula:

ut = σ(Wu fgc([X′t, ht−1], A) + bu)

rt = σ(Wr fgc([X′t, ht−1], A) + br)

ct = tanh(Wc fgc([X′t, (rt � ht−1)], A) + bc)

ht = ut � ht−1 + (1− ut)� ct

(14)

where [·] denotes splicing the output of the previous time series with the input of the
current layer, � denotes the Hadamard product, rt is the GRU reset gate, and ut denotes
the update gate.

3.4.3. Loss Function

After completing this part of the work, we feed the output ht of the GRU via the fully
connected layer to acquire the predicted speed value Ŷ. We then compare the predicted
speed value with the actual speed of the corresponding road segment to reduce the differ-
ence between the two values to obtain the most accurate prediction. The loss function is
set as:

loss =‖ Y− Ŷ ‖ +λLreg (15)

where Lreg is the L2 regularisation term to avoid overfitting, the control weights are kept
small and λ is the hyperparameter of the loss function.

4. Experiments
4.1. Experiment Setup
4.1.1. Datasets

Due to the specificity of the conditions for building the knowledge graph, we chose
the Shenzhen taxi dataset, because in addition to the speed data, we can also acquire the
corresponding matching road weather, POI, and other external heterogeneous information
data. The first section, Sz_speed, records the data from 1 January to 31 January 2015, and
has 2976 data points overall. Sz_adj specifies the connectedness of the two roads, with 1
indicating connectivity and 0 indicating non-connectivity, generating a 156*156 adjacency
matrix. The second section consists of the diverse data that pertains to the road, such as
Sz_Weather and Sz_POI. Five categories of weather conditions are recorded by Sz_Weather:
sunny, light rain, heavy rain, cloudy, and foggy. The weather data is likewise gathered
at 15-min intervals and, when combined, makes up a 156*2976 matrix. Sz_POI, on the
other hand, is the POI information surrounding the road and includes a variety of highly
heterogeneous information dimensions. The POI in this paper includes data on restaurants,
transportation hubs, educational institutions, healthcare providers, and other services. Each
of these services has a corresponding value that indicates the number of POI points that
are currently close to the relevant road section, for example, School = 4 indicates that there
are 4 schools nearby. This article uses TransE to build the final KG embedding through
multi-dimensional external heterogeneous information in the chapter on heterogeneous
information embedding. The data set utilized as an input to our model includes the feature
matrix that unifies heterogeneous information such as weather and POI.

4.1.2. Baselines

We compare the proposed HIT-GCN with a few earlier models: (1) the Autoregressive
Integrated Moving Average model (ARIMA), which makes predictions by fitting a param-
eter model to the observed time series; (2) the support vector regression model (SVR), a
model of a linear kernel function, during which the input and The relationship between out-
puts; and (3) the T-GCN temporal graph convolutional model. (4) diffusion convolutional
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recurrent neural network (DCRNN), (5) the corresponding variant KFDCRNN of DCRNN,
(6) Knowledge-Driven Spatial-Temporal graph convolutional network(KF-T-GCN). The
hyperparameters of these baseline models are set to be consistent with the hyperparameters
of the original papers or released code.

4.1.3. Parameter Setup

As a result, we directly specified several parameter values manually for the HIT-GCN
model. For instance, we set the learning rate to 0.0005, the batch to 64, the ratio of the
training set to the total number of experiments to be 0.8, and the epoch to 5000. The hidden
unit size was finally set to 64. The weighting parameters between the similarity of nodes
with heterogeneous information and the similarity of the network architecture between
nodes, which is also the pair of parameters we focus on, are among the modified parameters
α and β. The weight relationship between the self-representation and the neighborhood-
representation is represented by the pair of parameters µ and ξ. We empirically demonstrate
that the optimum performance is attained when µ = 0.6 and ξ = 0.4. As a result, we
explicitly set µ = 0.6 and ξ = 0.4 to 0.6 and 0.4 here to examine the effects of varied α
and β on performance effectively. For all other parameters, we choose the best answer by
comparing the model’s performance.

4.2. Prediction Accuracy Analysis

We compared our approach to the benchmark method with the epoch set to 5000, the
number of hidden layer cells set to 64, and all parameters held constant. We depict the
velocity measurements from 26 January to 31 January as indicated in Figure 3. To make it
simpler to demonstrate the impact of our work, we have provided a comprehensive line
graph for 27 January that contrasts our method with the T-GCN and highlights our realistic
values in orange. It is clear from the line graph that our HIT-GCN fits the original true
velocity values more closely than the original technique, and our prediction model also
more closely matches the true values at the line graph’s peak regions when the velocities
are larger or smaller. This shows that our model performs better than the original T-GCN
model and can collect node information more effectively.

 

Figure 3. Comparison of prediction results of different methods.
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4.3. Forecast Accuracy, Long-Term Forecast Capability Analysis

We compared our results to a variety of earlier methods that have explored temporal
graph convolution models. As shown in Table 1, our HIT-GCN outperformed certain prior
approaches in the three elements of Accuracy as well as r2 and var. These three metrics also
show the viability and superior performance of our prediction model, because our method
concentrates on the heterogeneous information of the nodes and is capable of accurately
representing this heterogeneous information. In the feature propagation process, it is
possible to take more care of node sections with similar heterogeneous information. And in
the model learning process, it also learns the features of nodes with similar heterogeneous
information, allowing the model to better predict the speed values of road nodes, i.e., to
demonstrate the feasibility of our work.

Table 1. Accuracy error comparison chart.

Evaluation Matrix SVR ARIMA GCN GRU DCRNN KF-DCRNN T-GCN KF-T-GCN HIT-GCN

RMSE 7.2203 6.7708 5.6419 5.0649 4.1243 4.0635 4.0696 4.0443 4.0425
MAE 4.7762 4.6656 4.2265 2.5988 2.7514 2.7206 2.746 2.709 2.7184

Accuracy 0.706 0.3852 0.6119 0.7243 0.7127 0.7169 0.7165 0.7306 0.7312
r2 0.8367 0.6678 0.8322 0.8441 0.8487 0.8388 0.84 0.8478

var 0.8375 0.0111 0.6679 0.8322 0.8441 0.8491 0.8388 0.84 0.8419

Through Table 2, it can be seen that the short- and long-term predictions we made in
the long-term speed forecasting were accurate. We did this by conducting four dimensions
of prediction comparison trials of 15 min, 30 min, 45 min, and 60 min, respectively. Accuracy
and other performance metrics have been significantly improved compared with other
prediction models. Our RMSE and MAE results in 45 min and 60 min are nearly identical
to those of KF-T-GCN, indicating that the heterogeneous information of the road segment
nodes themselves has less influence on the model as time increases in long-term prediction.
However, the Accuracy and R2 components are still better than prior work, proving that
our model is more effective in short-term or immediate predictions. This implies that both
short-term and long-term predicting accuracy is significantly impacted by our model. This
illustrates how the model’s performance advantages.

Table 2. 15 min, 30 min, 45 min, 60 min contrast chart.

Time Metric TGCN DCRNN Graph-WaveNet AST-GCN KF-T-GCN HIT-GCN

15 min

RMSE 4.0696 4.5033 4.5739 4.0294 4.0443 4.0482
MAE 2.746 3.17 3.218 2.7035 2.709 2.7104

Accuracy 0.7165 0.7087 0.7111 0.7193 0.7206 0.7265
r2 0.8388 0.8391 0.8422 0.8512 0.84 0.8562

var 0.8388 0.8391 0.8423 0.8512 0.84 0.8418

30 min

RMSE 4.077 4.5623 4.6525 4.0529 4.0687 4.0632
MAE 2.747 3.23 3.2829 2.7265 2.7228 2.7211

Accuracy 0.7159 0.703 0.7047 0.7176 0.7201 0.7221
r2 0.8377 0.8332 0.8351 0.8494 0.8372 0.8375

var 0.8377 0.836 0.8357 0.8495 0.8374 0.8379

45 min

RMSE 4.1035 4.6006 4.6923 4.0822 4.0775 4.0759
MAE 2.7788 3.27 3.3305 2.7611 2.7698 2.7687

Accuracy 0.7141 0.6979 0.7003 0.7156 0.7195 0.7212
r2 0.8357 0.8275 0.8301 0.8473 0.8365 0.8448

var 0.8357 0.8314 0.8313 0.8474 0.8365 0.8407
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Table 2. Cont.

Time Metric TGCN DCRNN Graph-WaveNet AST-GCN KF-T-GCN HIT-GCN

60 min

RMSE 4.1266 4.6412 4.7581 4.1001 4.0798 4.0816
MAE 2.7911 3.31 3.3773 2.7744 2.7768 2.7211

Accuracy 0.7125 0.6931 0.6967 0.7143 0.7194 0.7198
r2 0.8339 0.8219 0.826 0.8459 0.8363 0.8349

var 0.834 0.8267 0.827 0.846 0.8364 0.8418

4.4. Homophily Adjacency Matrix Analysis

The main focus of our work is the creation of heterogeneous neighbourhoods matrices
through the introduction of external heterogeneous data. Thus, in this section of our experi-
ment, we carry out our experimental work in three different ways to assess the effectiveness
of the introduced heterogeneous neighbourhoods matrices on the entire model: (1) analysis
of the effect of homogeneous neighbourhoods matrices. We visually analyze the evaluation
indicators in the case of adding the homogeneity adjacency matrix and not adding it. (2) Ex-
amining the impact of modifying the homogeneous adjacency matrix’s parameters on the
homogeneous adjacency matrix’s parameters, we examine the impact of various parameters
on the experiment’s results. In this case, our attention is on the impact of the parameters
α and β. (3) Analysis of the association between homogeneous neighbourhood matrices
and heterogeneous information in different time dimensions. The effect of our different
heterogeneous information-constructed heterogeneous neighbourhood matrices on the
experimental effects is analyzed in detail by combining the permutations of heterogeneous
information with heterogeneous neighbourhood matrices in different time dimensions. The
analysis is also carried out in the time dimension to compare the performance of short-term
prediction with that of long-term prediction. In the following, we carry out a detailed
description of the three experiments.

4.4.1. Homogeneous Adjacency Matrix Effect Analysis

We measured the effect of introducing the homogeneous adjacency matrix with and
without the homogeneous adjacency matrix in each of the two dimensions of RMSE and
Accuracy, and the final results are shown in the figure below. Figure 4a shows the ris-
ing trend of Accuracy for the first 1000 epochs and convergence at 4000–5000 epochs in
Figure 4b. As the number of training rounds increases, the performance of the model is
gradually shown, especially in the evaluation metric of Accuracy, the adjacency matrix
of heterogeneous information embedding is significant for the prediction performance of
the model. Figure 4c contrasts the trend of lowering RMSE for the first 1000 epochs with
that of convergence at 4000–5000 epochs in Figure 4d. It is clear that the introduction of
the homogeneous adjacency matrix causes the RMSE of the model to decline more quickly
than the original adjacency matrix. This is partly because our model pays closer attention
to similar neighbouring nodes, allowing the model to learn features more quickly during
convergence, potentially improving the accuracy of the model’s convergence process. In
conclusion, the addition of our homogeneous adjacency matrix has improved the model’s
convergence and had a positive impact on the accuracy of the final forecast.
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(a) (b)

(c) (d)

Figure 4. Adding homogeneous adjacency matrices. (a) Trend chart of Accuracy for the first
1000 epochs. (b) Trend chart of Accuracy for the last 1000 epochs. (c) Trend chart of RMSE for
the first 1000 epochs. (d) Trend chart of RMSE for the last 1000 epochs.

4.4.2. Analysis of the Effects of Homogeneous Adjacency Matrix Parameter Adjustment

Figure 5 depicts the final heat map after changes were made for linear combinations
of the parameters α and β. Obviously, different weights have a significant influence on
the experiment. The experiment is always poorer in the dimension α = 0, regardless
of the variance in β. It is because the situation only analyzes the network’s architecture
and leaves out the heterogeneous information that the nodes are capable of holding. The
combination that most closely matches our mining of heterogeneous information is obtained
at α = 0.4 and β = 0.8, where α and β are again expressed as the weight parameter
between the similarity of nodes with heterogeneous information and the similarity of the
network structure between nodes. Additionally, it demonstrates how well our model uses
diverse data.

4.4.3. Homogeneous Adjacency Matrix and Heterogeneous Information Correlation
Analysis in Long- and Short-Term Forecasting

The four cases of long- and short-term predictive power dynamically combine the em-
bedding dimension of heterogeneous information and the embedding performance of the
homogeneous adjacency matrix into a single table, as shown in Figure 6. The case of 15 min,
which has heterogeneous information embedded with multiple attributes, achieves the
best performance, next-best by the case without the homogeneous adjacency matrix, and
the following performance is the case of the longer periods. We have examined the causes
of this. Our initial goal in developing the homogeneous adjacency matrix was to increase
the performance of the model by adding the adjacency matrix to the heterogeneity of the
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external information and to effectively use the information’s heterogeneity to improve the
model’s performance. But in one case alone, the information is not heterogeneous, resulting
in the current heterogeneity matrix. Therefore, our model is more suitable for handling
multidimensional external information, and the more heterogeneous the external informa-
tion is, the more significant the performance improvement of the model is, which is in line
with our original intention of handling external heterogeneous information and verifies
our conjecture. After embedding heterogeneous information, we conducted a comparative
examination of the experimental analysis’ capacity for long-term prediction. The model’s
performance in the three dimensions of 30 min, 45 min, and 60 min is consistent with its
performance in 15 min, with multidimensional heterogeneous information embedding
performing best, followed by the case where such information is not embedded, and finally,
the case where single-layer information is still embedded. This shows that the model is
stable for long-term prediction while remaining unaffected by the experimental findings.
Additionally, in the same dimension, for example, in the case of 45 min, our embedded
multiple heterogeneous information performs better than the original adjacency matrix
and performs equally well in the case of 60 min, etc. This demonstrates that our model has
a similar performance advantage in the ability to make long-term predictions, which also
enhances the accuracy of our predictions.

Figure 5. homogeneous adjacency matrix parameter adjustment.

Figure 6. heterogeneous information embedding dimension and long-term predictive ability.
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4.5. Visual Analysis of Prediction Results

Figures 7–10 illustrates our final predictions for the experiment’s performance in
multiple time dimensions, with our projected values given in red and the actual values in
blue over the period of 26 January to 31 January. We also provide a detailed breakdown
of the data for the 27th day, as seen in Figure 8. The 15-min prediction results are more
closely aligned with the actual outcomes and the two folds fit better, which suggests that our
prediction values are more precise, according to our analysis of the visualization findings for
the four-time dimensions. With the increase of the time dimension, the fitting degree is not
as good as that of 15 min in the 60 min dimension. That is because with the increase of the
time dimension, the impact of the time attribute on the prediction performance gradually
increases, and the advantage of our model has a downward trend. The phenomenon is
also reasonable because the capture performance of the time feature gradually decreases
with the increase of the prediction time. It is Given that the impact of temporal attributes
on prediction performance gradually increases as the time dimension increases and that
our model’s advantage tends to decline as the performance in capturing temporal features
gradually declines as the prediction time increases, and the fitting becomes worse with the
increase of time dimension, up to a dimension of 60 min. The folding line’s trend does not
gradually reflect the genuine value over time in the detailed graph on the 27th day either.
In conclusion, our model’s forecasting performance deteriorates over time, but it performs
better for short-term forecasts that closely approximate the true value curve.

 

Figure 7. Result for prediction horizon of 15 min.
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Figure 8. Result for prediction horizon of 30 min.

 

Figure 9. Result for prediction horizon of 45 min.
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Figure 10. Result for prediction horizon of 60 min.

5. Conclusions

In our work, we analyzed the heterogeneity among external traffic information, includ-
ing the existence of one-to-many and many-to-one relationships. To address this issue, we
proposed a spatial-temporal graph convolutional network embedded with heterogeneous
information of road network (HIT-GCN). We utilized the degree of heterogeneity between
nodes to modify the network propagation, and investigated the impact of this modification
on the performance of the prediction model. Specifically, we first generated knowledge vec-
tors to quantify the heterogeneity among node attribute information by embedding external
heterogeneous information at the individual node level. Then, at the road network level,
we calculated a homogeneous adjacency matrix based on both the topological structure of
the road network and the similarity in heterogeneity between nodes. We used this matrix
to determine whether two road segment nodes possess similar spatial features based on
their topological structure and similarity in heterogeneous information, and assigned dif-
ferent weights to neighboring nodes to guide the propagation of the spatiotemporal graph
convolutional network and improve the accuracy and reliability of the prediction. Experi-
mental results on a real-world dataset showed that our model significantly outperformed
previous models that only dealt with homogeneous or single-dimensional information in
both short-term and long-term predictions when the homogeneous adjacency matrix was
introduced into our model. Additionally, sensitivity analyses demonstrated the significant
impact of different embedding dimensions and parameter settings on experimental results.
Despite this, our work still demonstrated superior performance compared to baseline
models.In our work, the homogeneous adjacency matrix is calculated by combining the
heterogeneous information of the nodes with the node features of the road network through
knowledge graph embedding. Additionally, the topology of the road network is taken
into account, as it directs the propagation of the feature extraction in GCN, allowing for
the treatment of nodes with similar heterogeneous information or network topology. Our
results demonstrate that the homogeneous adjacency matrix is effective in handling hetero-
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geneous information, and the ablation experiments also demonstrate that the dimension
of the embedded heterogeneous information significantly affects the experimental results.
The homogeneous adjacency matrix also improves the prediction accuracy of speed and
long-term prediction ability.

The effective utilization of heterogeneous attribute information has great application
value in the field of traffic prediction. In practical intelligent transportation systems, road
segments often carry multidimensional information, including numerous instances of
heterogeneous or homogeneous information. It remains a challenge to efficiently integrate
this information. In our future work, we will explore two aspects of utilizing heterogeneous
information: the dimensions of such information and downstream tasks, such as travel
demand estimation, in speed prediction. Only by doing so can we better meet the needs of
transportation systems in real-world settings.

Author Contributions: Conceptualization, H.X., G.S. and H.Y.; methodology, H.X., X.L. and X.K.; soft-
ware, H.X.; formal analysis, H.X. and X.L.; investigation, H.X.; data curation, H.X.; writing—original
draft preparation, H.X. and H.Y.; writing—review and editing, G.S. and X.K.; funding acquisition,
G.S. and X.K. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported in part by the “Pioneer” and “Leading Goose” R&D Program of
Zhejiang under Grant 2022C01050, in part by the Zhejiang Provincial Natural Science Foundation
under Grant LR21F020003, and in part by the National Natural Science Foundation of China under
Grant 62072409 and Grant 62073295.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author. The data are not publicly available due to privacy.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Helbing, D.; Brockmann, D.; Chadefaux, T.; Donnay, K.; Blanke, U.; Woolley-Meza, O.; Moussaid, M.; Johansson, A.; Krause,

J.; Schutte, S.; et al. Saving human lives: What complexity science and information systems can contribute. J. Stat. Phys. 2015,
158, 735–781. [CrossRef] [PubMed]

2. Lin, L.; Ni, M.; He, Q.; Gao, J.; Sadek, A.W. Modeling the impacts of inclement weather on freeway traffic speed: Exploratory
study with social media data. Transp. Res. Rec. 2015, 2482, 82–89. [CrossRef]

3. Zhang, T.; Sun, L.; Yao, L.; Rong, J. Impact analysis of land use on traffic congestion using real-time traffic and POI. J. Adv. Transp.
2017, 2017, 7164790. [CrossRef]

4. Shi, C.; Li, Y.; Zhang, J.; Sun, Y.; Philip, S.Y. A survey of heterogeneous information network analysis. IEEE Trans. Knowl. Data
Eng. 2016, 29, 17–37. [CrossRef]

5. Ge, L.; Li, H.; Liu, J.; Zhou, A. Temporal graph convolutional networks for traffic speed prediction considering external factors.
In Proceedings of the 2019 20th IEEE International Conference on Mobile Data Management (MDM), Hong Kong, China, 10–13
June 2019; pp. 234–242.

6. Kong, X.; Wu, Y.; Wang, H.; Xia, F. Edge Computing for Internet of Everything: A Survey. IEEE Internet Things J. 2022,
9, 23472–23485. [CrossRef]

7. Kong, X.; Duan, G.; Hou, M.; Shen, G.; Wang, H.; Yan, X.; Collotta, M. Deep Reinforcement Learning based Energy Efficient Edge
Computing for Internet of Vehicles. IEEE Trans. Ind. Inform. 2022, 18, 6308–6316. [CrossRef]

8. Kong, X.; Chen, Q.; Hou, M.; Rahim, A.; Ma, K.; Xia, F. RMGen: A Tri-Layer Vehicular Trajectory Data Generation Model
Exploring Urban Region Division and Mobility Pattern. IEEE Trans. Veh. Technol. 2022, 71, 9225–9238. [CrossRef]

9. Tedjopurnomo, D.A.; Bao, Z.; Zheng, B.; Choudhury, F.; Qin, A.K. A survey on modern deep neural network for traffic prediction:
Trends, methods and challenges. IEEE Trans. Knowl. Data Eng. 2020, 34, 1544–1561. [CrossRef]

10. Zhou, C.; Nelson, P.C. Predicting traffic congestion using recurrent neural networks. In Proceedings of the 9th World Congress
on Intelligent Transport Systems ITS America, ITS Japan, ERTICO (Intelligent Transport Systems and Services-Europe), Chicago,
IL, USA, 14–17 October 2002.

11. Agarap, A.F.M. A neural network architecture combining gated recurrent unit (GRU) and support vector machine (SVM) for
intrusion detection in network traffic data. In Proceedings of the 2018 10th International Conference on Machine Learning and
Computing, Macau, China, 26–28 February 2018; pp. 26–30.

12. Zhou, J.; Cui, G.; Hu, S.; Zhang, Z.; Yang, C.; Liu, Z.; Wang, L.; Li, C.; Sun, M. Graph neural networks: A review of methods and
applications. AI Open 2020, 1, 57–81. [CrossRef]

13. Wu, S.; Sun, F.; Zhang, W.; Xie, X.; Cui, B. Graph neural networks in recommender systems: A survey. ACM Comput. Surv. 2022,
55, 1–37. [CrossRef]

http://doi.org/10.1007/s10955-014-1024-9
http://www.ncbi.nlm.nih.gov/pubmed/26074625
http://dx.doi.org/10.3141/2482-11
http://dx.doi.org/10.1155/2017/7164790
http://dx.doi.org/10.1109/TKDE.2016.2598561
http://dx.doi.org/10.1109/JIOT.2022.3200431
http://dx.doi.org/10.1109/TII.2022.3155162
http://dx.doi.org/10.1109/TVT.2022.3176243
http://dx.doi.org/10.1109/TKDE.2020.3001195
http://dx.doi.org/10.1016/j.aiopen.2021.01.001
http://dx.doi.org/10.1145/3535101


Electronics 2023, 12, 1306 20 of 21

14. Jiang, W. Graph-based deep learning for communication networks: A survey. arXiv 2021, arXiv:2106.02533.
15. Kipf, T.N.; Welling, M. Variational graph auto-encoders. arXiv 2016, arXiv:1611.07308.
16. Wu, Z.; Pan, S.; Chen, F.; Long, G.; Zhang, C.; Philip, S.Y. A comprehensive survey on graph neural networks. IEEE Trans. Neural

Netw. Learn. Syst. 2020, 32, 4–24. [CrossRef]
17. Estrach, J.B.; Zaremba, W.; Szlam, A.; LeCun, Y. Spectral networks and deep locally connected networks on graphs. In Proceedings

of the 2nd International Conference on Learning Representations, ICLR, Banff, AB, Canada, 14–16 April 2014; Volume 2014.
18. Shen, G.; Han, X.; Chin, K.; Kong, X. An attention-based digraph convolution network enabled framework for congestion

recognition in three-dimensional road networks. IEEE Trans. Intell. Transp. Syst. 2021, 23, 14413–14426. [CrossRef]
19. Kong, X.; Zhou, W.; Shen, G.; Zhang, W.; Liu, N.; Yang, Y. Dynamic graph convolutional recurrent imputation network for

spatiotemporal traffic missing data. Knowl. Based Syst. 2023, 261, 110188. [CrossRef]
20. Liu, Z.; Bian, J.; Zhang, D.; Chen, Y.; Shen, G.; Kong, X. Dynamic Multi-View Coupled Graph Convolution Network for Urban

Travel Demand Forecasting. Electronics 2022, 11, 2620. [CrossRef]
21. Yang, L.; Kang, Z.; Cao, X.; Jin, D.; Yang, B.; Guo, Y. Topology Optimization based Graph Convolutional Network. In Proceedings

of the IJCAI, Macao, China, 10–16 August 2019; pp. 4054–4061.
22. Zhu, J.; Wang, Q.; Tao, C.; Deng, H.; Zhao, L.; Li, H. AST-GCN: Attribute-augmented spatiotemporal graph convolutional

network for traffic forecasting. IEEE Access 2021, 9, 35973–35983. [CrossRef]
23. Zhao, L.; Song, Y.; Zhang, C.; Liu, Y.; Wang, P.; Lin, T.; Deng, M.; Li, H. T-gcn: A temporal graph convolutional network for traffic

prediction. IEEE Trans. Intell. Transp. Syst. 2019, 21, 3848–3858. [CrossRef]
24. Zhu, J.; Han, X.; Deng, H.; Tao, C.; Zhao, L.; Wang, P.; Lin, T.; Li, H. KST-GCN: A knowledge-driven spatial-temporal graph

convolutional network for traffic forecasting. IEEE Trans. Intell. Transp. Syst. 2022, 23, 15055–15065. [CrossRef]
25. Lu, P.; Bai, W.; Rueckert, D.; Noble, J.A. Dynamic spatio-temporal graph convolutional networks for cardiac motion analysis.

In Proceedings of the 2021 IEEE 18th International Symposium on Biomedical Imaging (ISBI), Nice, France, 13–16 April 2021;
pp. 122–125.

26. Kong, X.; Wang, K.; Hou, M.; Xia, F.; Karmakar, G.; Li, J. Exploring Human Mobility for Multi-Pattern Passenger Prediction: A
Graph Learning Framework. IEEE Trans. Intell. Transp. Syst. 2022, 23, 16148–16160. [CrossRef]

27. Hogan, A.; Blomqvist, E.; Cochez, M.; d’Amato, C.; Melo, G.d.; Gutierrez, C.; Kirrane, S.; Gayo, J.E.L.; Navigli, R.; Neumaier, S.;
et al. Knowledge graphs. ACM Comput. Surv. CSUR 2021, 54, 1–37.

28. Guo, Q.; Zhuang, F.; Qin, C.; Zhu, H.; Xie, X.; Xiong, H.; He, Q. A survey on knowledge graph-based recommender systems. In
Proceedings of the 2021 IEEE 5th Advanced Information Technology, Electronic and Automation Control Conference (IAEAC),
Chongqing, China, 12–14 March 2021.

29. Wang, H.; Zhao, M.; Xie, X.; Li, W.; Guo, M. Knowledge graph convolutional networks for recommender systems. In Proceedings
of the The World Wide Web Conference, San Francisco, CA, USA, 13–17 May 2019; pp. 3307–3313.

30. Zou, X. A survey on application of knowledge graph. J. Phys. Conf. Ser. 2020, 1487, 012016. [CrossRef]
31. Ait-Mlouk, A.; Jiang, L. KBot: A Knowledge graph based chatBot for natural language understanding over linked data. IEEE

Access 2020, 8, 149220–149230. [CrossRef]
32. Cheng, D.; Yang, F.; Wang, X.; Zhang, Y.; Zhang, L. Knowledge graph-based event embedding framework for financial quantitative

investments. In Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in Information
Retrieval, Virtual Event, 25–30 July 2020; pp. 2221–2230.

33. Ji, S.; Pan, S.; Cambria, E.; Marttinen, P.; Philip, S.Y. A survey on knowledge graphs: Representation, acquisition, and applications.
IEEE Trans. Neural Netw. Learn. Syst. 2021, 33, 494–514. [CrossRef]

34. Luo, X.; Bo, L.; Wu, J.; Li, L.; Luo, Z.; Yang, Y.; Yang, K. AliCoCo2: Commonsense Knowledge Extraction, Representation and
Application in E-commerce. In Proceedings of the 27th ACM SIGKDD Conference on Knowledge Discovery & Data Mining,
Virtual Event, 14–18 August 2021; pp. 3385–3393.

35. Dai, Y.; Wang, S.; Xiong, N.N.; Guo, W. A survey on knowledge graph embedding: Approaches, applications and benchmarks.
Electronics 2020, 9, 750. [CrossRef]

36. Yang, H.; Liu, J. Knowledge graph representation learning as groupoid: Unifying TransE, RotatE, QuatE, ComplEx. In
Proceedings of the 30th ACM International Conference on Information & Knowledge Management, Virtual Event, 1–5 November
2021; pp. 2311–2320.

37. Wang, Z.; Zhang, J.; Feng, J.; Chen, Z. Knowledge graph embedding by translating on hyperplanes. In Proceedings of the AAAI
Conference on Artificial Intelligence, Québec City, QC, Canada, 27–31 July 2014; Volume 28.

38. Lin, Y.; Liu, Z.; Sun, M.; Liu, Y.; Zhu, X. Learning entity and relation embeddings for knowledge graph completion. In Proceedings
of the Twenty-Ninth AAAI Conference on Artificial Intelligence, Austin, TX, USA, 25–30 January 2015.

39. Lin, Y.; Liu, Z.; Sun, M. Knowledge representation learning with entities, attributes and relations. Ethnicity 2016, 1, 41–52.
40. Ji, G.; He, S.; Xu, L.; Liu, K.; Zhao, J. Knowledge graph embedding via dynamic mapping matrix. In Proceedings of the 53rd

Annual Meeting of the Association for Computational Linguistics and the 7th International Joint Conference on Natural Language
Processing, Beijing, China, 26–31 July 2015; Volume 1, pp. 687–696.

http://dx.doi.org/10.1109/TNNLS.2020.2978386
http://dx.doi.org/10.1109/TITS.2021.3128494
http://dx.doi.org/10.1016/j.knosys.2022.110188
http://dx.doi.org/10.3390/electronics11162620
http://dx.doi.org/10.1109/ACCESS.2021.3062114
http://dx.doi.org/10.1109/TITS.2019.2935152
http://dx.doi.org/10.1109/TITS.2021.3136287
http://dx.doi.org/10.1109/TITS.2022.3148116
http://dx.doi.org/10.1088/1742-6596/1487/1/012016
http://dx.doi.org/10.1109/ACCESS.2020.3016142
http://dx.doi.org/10.1109/TNNLS.2021.3070843
http://dx.doi.org/10.3390/electronics9050750


Electronics 2023, 12, 1306 21 of 21

41. He, S.; Liu, K.; Ji, G.; Zhao, J. Learning to represent knowledge graphs with gaussian embedding. In Proceedings of the 24th
ACM International on Conference on Information and Knowledge Management, Melbourne, Australia, 18–23 October 2015;
pp. 623–632.

42. Ji, G.; Liu, K.; He, S.; Zhao, J. Knowledge graph completion with adaptive sparse transfer matrix. In Proceedings of the Thirtieth
AAAI Conference on Artificial Intelligence, Phoenix, AZ, USA, 12–17 February 2016.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.


	Introduction
	Related Work
	Spatial-Temporal Graph Convolutional Network
	Knowledge Representation and Knowledge Embedding

	Methods
	Framework and Problem Definition
	Embedding Heterogeneous Information
	Homogeneous Adjacency Matrix
	Homogeneous Adjacency Matrix Operations
	Feature Propagation Process of HIT-GCN

	Homogeneity-Guided Propagation of Spatio-Temporal Graph Convolutional Networks
	Spatial Convolution Module
	Temporal Convolution Module
	Loss Function


	Experiments
	Experiment Setup
	Datasets
	Baselines
	Parameter Setup

	Prediction Accuracy Analysis
	Forecast Accuracy, Long-Term Forecast Capability Analysis
	Homophily Adjacency Matrix Analysis
	Homogeneous Adjacency Matrix Effect Analysis
	Analysis of the Effects of Homogeneous Adjacency Matrix Parameter Adjustment
	Homogeneous Adjacency Matrix and Heterogeneous Information Correlation Analysis in Long- and Short-Term Forecasting

	Visual Analysis of Prediction Results

	Conclusions
	References

