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Abstract: This paper presents an ultra-low-power voice activity detection (VAD) system to discrimi-
nate speech from non-speech parts of audio signals. The proposed VAD system uses level-crossing
sampling for voice activity detection. The useless samples in the non-speech parts of the signal are
eliminated due to the activity-dependent nature of this sampling scheme. A 40 ms moving window
with a 30 ms overlap is exploited as a feature extraction block, within which the output samples
of the level-crossing analog-to-digital converter (LC-ADC) are counted as the feature. The only
variable used to distinguish speech and non-speech segments in the audio input signal is the number
of LC-ADC output samples within a time window. The proposed system achieves an average of
91.02% speech hit rate and 82.64% non-speech hit rate over 12 noise types at −5, 0, 5, and 10 dB
signal-to-noise ratios (SNR) over the TIMIT database. The proposed system including LC-ADC,
feature extraction, and classification circuits was designed in 0.18 µm CMOS technology. Post-layout
simulation results show a power consumption of 394.6 nW with a silicon area of 0.044 mm2, which
makes it suitable as an always-on device in an automatic speech recognition system.

Keywords: voice activity detection; level-crossing sampling; level-crossing analog-to-digital converter;
feature extraction

1. Introduction

Voice activity detection (VAD) systems distinguish speech from non-speech segments.
They are used for pre-processing in most speech-related applications, including automatic
speech recognition (ASR), keyword spotting, and speaker verification. In many audio
applications, it is observed that the signal is alternately activated and deactivated. Thus, the
use of VAD is very popular as a wake-up system to activate the power-hungry processing
system in the presence of speech [1–4] as illustrated conceptually in Figure 1. Using this
wake-up system, the power consumption of the entire system is decreased significantly.
One of the crucial aspects of VAD as an always-on subsystem, that listens continuously to
the input signal, is its restriction in terms of power consumption. Any VAD system typically
extracts some features from the input audio signal and compares them to the threshold
values. Depending on the type of feature, if the feature value exceeds or falls below the
threshold, the under-review audio segment is recognized as speech (VAD output = 1) or
non-speech (VAD output = 0) [5], respectively.

Accurate detection is challenging, particularly when the speech signal is corrupted by
noise. Many VAD systems have been proposed and widely studied in the past decade. They
can be categorized into two major types: software VAD and hardware VAD. In software
VAD systems, various features are introduced, such as spectral entropy, hidden Markov
models, cepstrum coefficients, and others, which are reviewed and compared in [6]. A more
complicated VAD algorithm based on a deep neural network (DNN) learns features during
the training process [7]. Despite their high functionality, the majority of these methods
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require complex computations, making them inappropriate for low-cost and low-power
hardware implementation.
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Hardware VAD systems should be designed with a minimum complexity and low
power consumption. Several solutions have been presented to achieve these goals. Con-
ventional approaches use short-time energy and zero-crossing rate methods [8,9]. While
they are simple, they fail to distinguish speech from non-speech as the background noise
increases [5]. Fast Fourier transform (FFT) is also used in [1,2] to extract features. How-
ever, the power consumption of the FFT circuitry exceeds 2 µW [1]. To reduce power
consumption, an idea has been discussed in [3] in which the computation of individual
features is switched ON/OFF depending on the features’ usefulness in a particular context.
In this method, feature extraction techniques are implemented in the analog domain to
optimize VAD power consumption [3,10]. However, the analog feature extraction block is
still the most power-consuming part, which results in microwatt operation. A fully analog
implementation of VAD, including a switched-capacitor acoustic feature extractor, is also
suggested in [11,12]. The VAD algorithm introduced in [11] exploits the time-variant energy
of the input audio signal as a feature. The system is composed of a programmable-gain
amplifier, a squarer, an integrator, a switched-capacitor-based signal averaging circuit, and
a periodic threshold update circuit for adaptability. However, this circuit consumes around
five times as much power as its digital counterparts [4].

In [12], only the feature extractor is implemented by using a switched-capacitor band-
pass filter bank to minimize the impact of process–voltage–temperature (PVT) variation.
In [4], by sequentially scanning 4 kHz of frequency bands and down-converting to below
500 Hz, feature extraction power consumption is reduced by 4×. In [13], analog signal
processing for acoustic feature extraction, approximate event-driven analog-to-digital con-
version, and a digital DNN are used for speech/non-speech classification. However, while
effective performance of the circuits is reported for a 10 dB signal-to-noise ratio (SNR), no
information is provided concerning the performance of the circuit at higher noise levels.

One of the most efficient ways to reduce power consumption is to reduce the rate at
which information is sent from the analog-to-digital converter (ADC) to the next block. An
efficient technique for an acceptable data rate reduction is to change the sampling scheme
in the signal conversion by the ADC. A level-crossing sampling scheme is a recommended
approach for this purpose. In this sampling scheme, samples are taken from the signal only
when significant changes in the amplitude of the signal occur. Therefore, the samples are
taken only from the active part of the signal. In level-crossing sampling, no anti-aliasing
filter is needed because no sample-and-hold circuit is required in most of the LCADC
structures. The converter also has an inherent noise reduction mechanism [14]. In this case,
signal conditioning can be performed with a simpler filter.
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There are two ways to implement the LC-ADC: fixed-window and floating-window
structures [14]. The LC-ADC implementation types are suitable for various applications
and specifications. The LC-ADC, like conventional converters, can be implemented in both
synchronous and asynchronous timing modes. The LC-ADC output can be directly used for
simple and low-power processing [15]. Applying this method to the sparse signals, which
show activity only for short periods, reduces the sampling rate as well as the number of
bits corresponding to each sample and thus significantly reduces the data rate [15]. The
efficiency of this method in reducing power consumption is shown in many signal recording
and processing systems, including cardiac [15–17], neural [18], and speech [19] signals.

In this paper, a novel VAD algorithm for speech/non-speech detection based on the
output data of the level-crossing ADC is proposed. The main goal is to achieve improved
power efficiency as well as detection accuracy. The proposed extracted feature is as simple as
counting the number of the level-crossing ADC (LC-ADC) output samples in a specific time
window. The simplicity of the feature extraction leads to the simplicity of the circuit, and, as a
result, the power consumption is reduced. The system performance is evaluated using the
TIMIT database across various types of noise and SNRs [20]. TIMIT contains 630 speakers of
eight dialects of American English, each reading 10 phonetically rich sentences.

The rest of the paper is organized as follows: Section 2 describes the overview of the
level-crossing sampling. Section 3 describes the proposed LC-ADC-based VAD algorithm
and its circuit implementation. The behavioral simulations of the algorithm are presented
in Section 4. Post-layout simulation results and the performance comparison are presented
in Section 5. Finally, the paper is concluded in Section 6.

2. Level-Crossing Sampling

In the conventional synchronous sampling method, the samples are taken uniformly
over time and at a fixed time interval. Applying this method to speech signals means taking
a large number of samples from non-speech parts, which constitute about 60% of a signal
and have no useful information [21]. Processing these samples results in wasting power in
the processor. Uniform sampling and level-crossing sampling are shown in Figure 2a,b,
respectively. In order to achieve a resolution of M bits for a level-crossing converter, 2M-1
comparison levels with an equal distance of one least-significant bit (LSB) within the input
range of the converter (indicated as dotted lines in Figure 2b) are considered. A sample is
taken only when the input signal crosses one of the comparison levels.

Because the number of samples in level-crossing sampling is determined by amplitude
changes in the input signal, the sampling rate is determined by the activity of the input
signal. This property makes level-crossing sampling (LC sampling) useful for sparse signals
that are inactive most of the time. These signals include pressure, temperature, heart [15],
neural [18], and speech signals [19]. As long as the input signal is inactive and has no
changes, level-crossing sampling does not take any samples. It is the main advantage
of LC sampling. This reduction in the number of samples leads to a decrease in power
consumption in the following blocks. Another benefit of LC sampling is that, unlike
synchronous sampling, the sample amplitude is not subjected to quantization error. This is
because the sample is taken precisely at the comparison levels. Therefore, the accuracy of
the converter is not limited to its resolution. Thus, the value of M can be reduced to the
extent that a sufficient number of samples are taken in the active parts of the signal. In this
case, the power efficiency can be improved by using a smaller number of hardware bits,
which results in a lower bit rate and less hardware complexity [15].

Furthermore, since the two consecutive samples only differ by 1 LSB, the signal
amplitude can be retrieved by producing one bit in the output (UD), as shown in Figure 2c.
The UD indicates the direction of the input signal: ‘1’ indicates upward, and ‘0’ indicates
downward [15]. Since the time interval between samples is not constant, using an indication
signal (Token) to indicate the sampling instant is obligatory, as shown in Figure 2c. The
Token is usually realized as a single-bit pulse, which is activated for a short time when the
input signal crosses each of the comparison levels and is then deactivated. The number of
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Token pulses in speech intervals is higher than in non-speech intervals due to the signal’s
higher activity. Thus, the speech part can be distinguished from non-speech by counting
Token pulses at specific time intervals. In this work, by using this property provided by
LC-ADC, the VAD algorithm identifies the speech part of the signal.
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3. VAD Algorithm Using Level-Crossing Samples

VAD systems are made of three blocks [22–24]. The first is a feature extraction block,
the second is a threshold calculation block, and the third is a decision block that compares
the feature(s) and threshold value(s) to make the VAD output ‘1’ (speech) or ‘0’ (non-speech).
The main difference between most of the proposed methods is in the features used. In
this work, the feature is the number of samples provided by the LC-ADC in specific time
intervals. By using this method, the processing data volume can be reduced significantly,
which may result in decreased power consumption while providing sufficient accuracy.

3.1. Exploiting LC-ADC for VAD Algorithm

Accurate VAD is challenging, particularly when various background noises corrupt
the speech signal. Therefore, for more precise detection, many VAD algorithms use sophis-
ticated methods to extract frequency features that are inherently different for noise and
speech signals [2,7,13,25,26]. In [13,27], bandpass filtering and adaptive rate filtering are
used to select the desired frequency band of the audio signal. However, using sophisticated
frequency extraction methods increases power consumption. In the following, by using
LC-ADC, many unwanted noises and even signals with amplitudes less than the specified
value can be removed. By using this property, a simpler algorithm can be used to implement
a power-efficient and accurate hardware VAD circuit. Few studies [13,27] use event-driven
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sampling in the VAD application. In [27], only the activity decrement property of the LC
sampling is considered. After synchronous resampling and filtering with an adaptive rate,
audio characteristics such as the first- and second-order derivatives of spectral coefficients
are extracted as features for signal processing. In [13], the audio signal is passed through
16 analog audio processing channels, where each channel contains a bandpass filter, a
full-wave rectifier, and an integrate-and-fire encoder as the event-driven ADC. Pre-VAD
filtering in [13,27] has the disadvantages of complexity and high power consumption.

In addition to reducing the number of samples and removing noise, level-crossing
sampling has other advantages. It can be used to reduce the complexity and improve the
efficiency of the following processing blocks. It is shown in the following that the feature
can be extracted simply by counting the number of Tokens. This feature shows signal
activity, and there is no need to store samples with this method. By using these properties,
a simple VAD algorithm can be obtained. To explain the idea, it is necessary to understand
the overall functionality of the LC-ADC. LC-ADCs are implemented in several ways. The
operation of the fixed-window type [14] for LC-ADCs, used in this work, is shown in
Figure 3. The LC-ADC produces the output based on a pair of in-process quantization
levels, named VH and VL. These values are fixed and specified with an equal distance
around the input-signal DC value (VMean). A folded version of the input signal (VFold) is
made, which follows the input signal variation. Whenever VFold crosses VH (VL), the value
of this signal decreases (increases) by 1 LSB, such that it remains inside the comparison
window (between two voltages VL and VH). The LSB value is defined as follows:

LSB =
2AFS

2M (1)

in which AFS and M represent the ADC input voltage amplitude range and the ADC
resolution, respectively.
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The gap between VH and VL levels is represented by K. Figure 4 shows the effect of
increasing the K value on level-crossing sampling [15]. Applying K to more than 2 LSBs
removes many unwanted samples from the noisy signal in inactive areas. When K = 2
LSBs, as shown in Figure 4a, some samples are taken from the inactive parts of the signal,
which do not have beneficial information and only increase the data volume and power
consumption. One way to avoid such a problem is to increase the K value. Figure 4b shows
an example of K = 4 LSBs. This figure depicts that a sample is taken only when the signal
changes more than 1 LSB in the same direction as the previous sample or K-1 LSB in the
opposite direction. Under such a sampling scheme, K-1 level-crossings are skipped in every
direction change, and no samples are taken from signals with amplitudes less than K LSBs.
The advantages of this scheme are reduced sampling points and noise filtering. As shown
in Figure 4, a significant portion of the background noise and unwanted parts of the signal
are reduced by increasing K from 2 to 4 LSBs.
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The ADC can be built with several adjustable K values. In conventional floating-
window structures, the LC-ADC can accept various values of K just by setting the desired
values into the registers that hold VH and VL at startup. Thus, no extra circuits or sophisti-
cated processes are expected to apply the chosen K to the ADC [15]. In others, this can be
implemented by adding simple circuitry to the LC-ADC [28].

3.2. Proposed VAD Algorithm

Figure 5 shows the block diagram of the proposed VAD algorithm. As the first step,
the audio signal passes through the LC-ADC. The Token signal provided by the LC-ADC is
applied to the feature-extraction block. The feature provided by this block is applied to
both threshold calculation and decision blocks.
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Among several structures, the appropriate structure to implement the LC-ADC can be
selected according to the characteristics of the input signal, in which the usual compromise
between speed, accuracy, and power consumption is also considered [29,30]. The block
diagram of the LC-ADC, including an input audio signal and LC-ADC output samples,
is shown in Figure 6 [28]. This block diagram represents a conventional fixed-window
LC-ADC, which is one of the simplest LC-ADC structures and consumes a low power. In
this structure, a one-bit DAC tracks the input signal and generates VFold that is compared
with VH and VL using comparators. Any level crossing activates the logic block. The logic
block generates UD, showing the direction of the input signal along with the Token, which
indicates the level-crossing occurrence. The Token is sent as an input signal to the feature
extraction block. As shown in Figure 6, by setting the proper values for M and K, enough
samples are taken from the voice parts of the signal, while a very small number of samples
are taken from the inactive (silent) parts.
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A flowchart of the rest of the VAD system, containing feature extraction, adaptive
threshold calculation, and decision blocks, is given in Figure 7. From the hardware im-
plementation side, the extracted features and detection algorithm should be as simple as
possible to lead to low power consumption and reduce the occupied silicon area of the
hardware. On the other hand, simple algorithms have lower accuracy. Therefore, there is a
compromise between power consumption and accuracy.

This work represents a balance between power consumption and accuracy by ex-
tracting an appropriate feature for the detection algorithm. The feature used in this study
is only the number of LC-ADC output samples in a moving time window. As a result,
this structure needs a counter in the first stage to count the number of samples at certain
time intervals. In every 10 ms time window (frame), the counter counts the number of
LC-ADC output samples (NToken). Then, NToken is sent to a shift register, and the counter is
reset. The values stored in the shift register (the count value of four successive windows)
are added together, and the resulting value is sent to the next block as a feature. This
process makes 40 ms moving windows with a 30 ms overlap. As previously stated, only
the number of samples within 10 ms is saved, not the sample itself. Only four consecutive
NToken values are enough to form the feature. Therefore, the proposed algorithm does
not store any samples, and it does not need memory for this purpose, which is one of the
advantages of the proposed system. It is worth noting that the 10 ms frame is selected
based on References [1,13,22] that use 10 ms frames in their VAD algorithms. In order
to optimize the size of the moving window in the proposed algorithm, the length of this
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window is swept from 20 to 60 ms, and the detection accuracy parameters are calculated.
The results show that the optimal value for the moving window is 40 ms.
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Figure 8 presents the circuit implementation of the proposed VAD feature extraction
block in more detail. It consists of a counter, a 4 × 13-bit shift register, and an adder. In this
circuit, a 13-bit counter is designed. It starts counting Token pulses during a 10 ms interval.
Then, the value is stored in a 4 × 13-bit shift register, and the counter is reset. There is a
30 ms overlap between two adjacent moving windows shown in Figure 9. Accordingly,
the registered values of NToken are added together in the next part of the feature extraction
circuit. This obtained value (Feature) is sent to the next block, which is the adaptive
threshold calculation, as seen in Figure 7.
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The decision block compares the Feature with a threshold (THR) to make a deci-
sion. Speech cannot be identified by employing a fixed threshold since factors including
the sentence, speaker, audio signal characteristics, noise type, and noise level are not
constants. Adaptive thresholding helps to track time-varying changes in the acoustic envi-
ronments (e.g., the environmental background noise) and hence gives a more reliable voice
detection result.

Therefore, this part of the algorithm involves calculating and updating the threshold
value. Similarly, the same limitation of simplicity in the calculation process considered
for the previous block must be observed for the threshold calculation and update block.
The decision rules can also be based on statistical models that, despite their high accuracy,
are not used in the hardware implementations because of their complexity. With these
explanations, this algorithm has three variables (NMin, NMax, THR), which are initially set.
NMin and NMax, store the minimum and maximum value of the Feature and are adaptively
updated by the algorithm in each frame. First, NMin and NMax are compared with the
Feature value of the window under study. If the value of the Feature is more than NMax,
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then the algorithm updates the value of NMax with the value of the Feature. Similarly, if
the Feature value is smaller than the NMin, then the algorithm updates the NMin value
with the Feature value. Otherwise, if the above does not happen, NMax and NMin retain
their previous values, and finally, the THR value is updated from the following equation in
each frame:

THR = Coeff1 × NMax + NMin + NC (2)

in which Coeff1 and NC are constants. The NC sets an initial value for the THR. The
parameters NMax and NMin are slightly decreased and increased for each frame, respectively,
and are defined by:

NMax = NMax − Coeff2 × Feature, (3)

NMin = NMin + Coeff2 × Feature (4)

To implement the hardware without using a multiplier and only by removing LSB bits
(truncation), the values of the constants Coeff1 and Coeff2 were selected to be 1/16 and
1/64, respectively. These values are optimized by simulating the algorithm on the TIMIT
database [20], as explained below. Coeff1 and Coeff2 should be less than one to provide
smooth changes of THR and powers of two to simplify the hardware implementation.
Therefore, Coeff1 and Coeff2 were set to be negative powers of two. The variables NMax,
NMin, and THR are updated by these coefficients. Milder changes of NMax and NMin are
desired for more control over THR variations. Hence, Coeff1 and Coeff2 are swept from
1/2 to 1/512, and the detection accuracy parameters are calculated. The results indicate
that the optimal point for this design is equal to Coeff1 = 1/16 and Coeff2 = 1/64. It is
worth noting that the algorithm is not very sensitive to the values of these coefficients.

Figure 10a depicts the audio signal corrupted by 10 dB SNR white noise and the
LC-ADC samples. Feature, NMax, NMin, and THR are plotted in Figure 10b. It can be seen
how the proposed Feature tracks the input signal variations and updates the THR value.

The decision block receives the Feature and THR and compares them window-by-
window. If the value of the Feature in each window is greater than the THR, the Initial_Flag
and Final_Flag of the algorithm are set to logic one. Otherwise, the value of Initial_Flag
is set to logic zero. However, the boundary between speech and non-speech is not clear.
There may be some interruptions in the sentence as well, which the algorithm mistakenly
recognizes as non-speech. This leads to fluctuations in the Initial_Flag shown in Figure 10c.
To solve this problem, a 6-bit counter named Inside_Speech is defined. At the start of
the algorithm, both Initial_Flag and Final_Flag are logic zero. If Initial_Flag changes to
logic one, Final_Flag also becomes logic one. Final_Flag becomes logic zero only when
Initial_Flag changes to logic zero and this state is maintained for 50 consecutive windows
(500 ms). The advantage of applying this method, shown in Figure 10c, is that it allows
a sentence to be fully and continuously recognized and ignores the many zeros and ones
of the Initial_Flag that are no longer needed. It also has another advantage that occurs at
the end of sentences, through which in most cases, the signal energy and, by its nature, the
signal amplitude are low. In this case, applying a 500 ms window prevents the last part
of the sentence from being lost. The downside is that for speech signals that have enough
energy at the end of the sentence, an extra part is selected from the non-speech part.

3.3. Setting of the Proposed Circuit Parameters

The performance of the proposed VAD algorithm was evaluated by comparing the Fi-
nal_Flag with the annotations to calculate the evaluation parameters, which are CORRECT,
speech hit rate (HR1), and non-speech hit rate (HR0), defined as [31]:

HR1 =
N1,1

Nref
1

(5)

HR0 =
N0,0

Nref
0

(6)
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CORRECT =
N1,1 + N0,0

Nref
1 + Nref

0
(7)

where Nref
1 and Nref

0 are the speech and non-speech numbers of frames (or time intervals) in
the database, respectively. N1,1 and N0,0 are the speech and non-speech numbers of frames
(or time intervals) that are correctly classified by the algorithm, respectively. Therefore,
HR1 and HR0 indicate the extent to which the VAD system correctly identifies the speech
and non-speech parts of the signal, respectively. It is necessary to mention that there is
usually a trade-off between these two metrics, and an increase in one may lead to a decrease
in the other. In most applications, increasing HR1 is more substantial than increasing
HR0 [32]. Thus, to obtain a better metric to compare the two different VAD algorithms,
a total performance metric (CORRECT) as a weighted mean of HR1 and HR0 is used. It
generally expresses how successful the algorithm is in distinguishing between speech and
non-speech.
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Figure 10. Basic operation of the proposed VAD algorithm. (a) A small part of the audio input
signal, LC-ADC output samples. (b) Feature, NMax, NMin, THR signals. (c) Feature, Initial_Flag,
Final_Flag signals.

According to the nature of the algorithm, to ensure low power consumption, it is
worthwhile to achieve the required accuracy with fewer bits (M) in LC-ADC. Further-
more, the number of samples increases exponentially when the resolution of level-crossing
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sampling increases. In order to determine a proper value of M for VAD, 168 sentences of
TIMIT [20] with 12 different noise types at 4 SNR levels (−5, 0, 5, 10 dB) from the Noisex
92 database [33] were applied to the proposed LC-ADC-based VAD, which was modeled
in MATLAB with various values of M and K. A variety of signal amplitudes and slopes
are considered in the selection of database signals. The noises include white, babble, pink,
factory, Volvo, tank, jet cockpit, HF channel, F16, car, machine gun, and military vehicle.
These noises were added to the TIMIT database at four SNR values between −5 and 10 dB
(stepped by 5 dB). Using the LC-ADC output data, the accuracy of distinguishing speech
and non-speech parts of the signal (CORRECT) was calculated and plotted in Figure 11a
versus K for different values of M. In order to obtain the maximum accuracy rate (COR-
RECT), which is 85% based on Figure 11a, M should be equal to or greater than 6 bits for K
≥ 2 LSBs. It should be noted that, in hardware-implemented VAD systems, the accuracy
rate is usually around 90% for a 10 dB SNR [1–4,12,13]. Since in this design an SNR of −5 to
10 dB is considered, the accuracy rate of 85%, which is slightly lower than 90%, is adequate.
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Figure 11b shows the average sampling frequency (favg) of the TIMIT database for
the same values of M and K. As favg rises, the power consumption of the LC-ADC and
VAD processors also rises. Increasing favg increases the number of Feature bits and the
area of the VAD circuit. It is clear that the average sampling frequency of a 6- or 7-bit
LC-ADC at the same K value is much lower than that of its 8-bit counterpart. Considering
CORRECT and favg, the best design points are {M = 7, K = 2, 3} and {M = 6, K = 2}. Figure 11c
depicts the algorithm speech hit rate (HR1), which is also important in VAD applications.
Although {M = 6, K = 2} has the same CORRECT and lower sampling rate in comparison
to {M = 7, K = 3}, the samples at the active portions of the speech signal are too sparse,
especially for low-amplitude signals, which affect speech detection and so decrease HR1.
As a result, since higher values of K are desirable to eliminate noise and lower the average
sampling frequency, the case {M = 7, K = 3} is the preferred design point. In this case, the
CORRECT value is 85%, the HR1 value is 91%, and the average sampling frequency over
the entire database is 1718 Hz. This value is much lower than the sampling rate of most
voice recognition software and hardware, in which a sampling rate of 16 kHz is used [1].
Detailed evaluation results of the proposed algorithm are discussed in the next section.

To optimize the proposed algorithm parameters, including Coeff1, Coeff2, NC, and
the length of the moving window, 20 audio signals with a variety of signal amplitudes
and slopes, including all 10 sentences from different dialects, were selected. Twelve
different noise types from the Noisex 92 database were added at 4 SNR levels (−5, 0, 5,
10 dB) to these 20 audio signals. Hence, the algorithm parameters were optimized for
12 × 4 × 20 = 960 audio signals.
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4. Behavioral Simulation Results of the Proposed Algorithm

The proposed VAD system was modeled and simulated in MATLAB. To test the algo-
rithm in different noise conditions, 12 different noise types from the Noisex 92 database [33]
at four SNR values between −5 and 10 dB (increased by 5 dB) were applied to the TIMIT
database. Statistical observations show that a typical conversation involves 60% silence and
40% speech [21]. Since the database used in this article has 90% speech and 10% silence, we
randomly added the total value of four seconds of silence at the beginning and end of each
input audio, as performed in many other studies [34].

The experiments were conducted on 168 sentences of TIMIT with 12 different noise
types at four SNR levels (−5, 0, 5, 10 dB). A variety of signal amplitudes and slopes were
considered in the selection of database signals. The performance of the proposed algorithm
was evaluated with the evaluation parameters for each SNR level over all types of noise,
shown in Table 1. The average results in Table 1 belong to 8064 audio signals, which include
all the sentences from different dialects contaminated with various types of noise at various
levels of SNR.

Table 1. Average evaluation parameters (HR0, HR1, CORRECT) over all 12 types of noises for each
SNR levels ranging from −5 to 10 dB.

SNR HR0 (%) HR1 (%) CORRECT (%)

10 dB 93.97 89.15 92.12
5 dB 92.42 89.97 91.48
0 dB 82.79 91.41 86.09
−5 dB 61.20 93.91 73.74

Average 82.64 91.02 85.85

According to Table 1, an average accuracy detection (CORRECT) of 85.85% was
obtained for the database. This performance is comparable to the current voice activity
detection algorithms, the performance of which is achieved with very large data samples,
using pre- and/or post-ADC filtering, and with sophisticated detection algorithms [1,2]. As
shown in Table 1, the algorithm has a CORRECT of more than 86% for SNR ≥ 0 dB, but if
the SNR is less than −5 dB, this algorithm will not perform well in distinguishing between
speech and non-speech. Although for SNR of −5 dB the CORRECT value decreased to
73.7%, the algorithm still obtained an appropriate value of 93.9% for HR1, so the beneficial
information of the speech part was not lost. Nevertheless, the low value of HR0 indicates
that some additional samples of the non-speech part were processed. As a result, the
optimal performance of this algorithm occurred for SNR ≥ −5 dB, and if the SNR is less
than this value, accuracy is lost and the speech and non-speech parts cannot be correctly
distinguished. In the following, the algorithm performance in the critical cases where the
noise exceeds −10 dB SNR or the signal amplitude becomes very low is examined in detail.

High-noise-impregnated audio signals (e.g., a −10 dB SNR) suffer from high-amplitude
and high-frequency noise. In the absence of filtering, some noise signals cannot be removed
with the selected value of K. Therefore, some noise signals are recognized as speech. As a
result, the majority of the signal is recognized as speech, resulting in the dramatic reduction
in the HR0 and CORRECT in this situation, as illustrated in Figure 12. The constant value of
K was tuned to reach the best result over 168 selected signals from the database, which also
contains some signals with very low amplitude. This problem can be solved by filtering the
input signal or by adaptively adjusting the value of K based on the amplitude of the input
signal as future improvements. For example, by increasing the value of K from 3 to 10, the
values of HR0, HR1, and CORRECT improved from 22.7%, 97.3%, and 53.5% to 88%, 98.7%,
and 92.4%, respectively, for the signal in Figure 12.
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The enormous variation in signal amplitude between signals in the TIMIT database
is the other element that has an impact on the performance of the suggested algorithm.
Database signals, for instance, can have an amplitude that ranges from one-fifth of the
full-scale range to a value that is close to the full-scale range. The average amplitude
variation of the whole TIMIT database is actually only one-third of the full-scale range.
Since the LC-ADC specifications (M and K) are assumed to be fixed and tuned for the
best performance over the entire database, the low amplitude means the ADC takes fewer
samples. Figure 13 illustrates an example of such a case. The figure shows that the speech
part is not fully identified because of the samples’ deficiency due to a low-amplitude signal.
Better results can be achieved by adjusting the amplitude of the input signals with an
automatic gain control before applying them to the ADC or by applying small values of K
for low-amplitude input signals as future improvements. For example, if the amplitude
of the speech signal in Figure 13 is multiplied by 1.9 before applying it to the LC-ADC to
fit the full-scale range, HR1 and CORRECT increase from 49% and 81% to 86% and 91%,
respectively, for this signal.
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The accuracy can be further improved, but additional circuitry is required to adaptively
adjust other parameters such as K and M, to use a complicated adaptive threshold, or to
adjust the analog signal gain adaptively. They are all at the expense of higher complexity,
higher power consumption, and a larger area. Since our goal for the proposed VAD system
is to be able to detect speech as an always-on device, the proposed algorithm strikes a
balance between power and performance.

Three audio sentences were placed in a row to provide difficult conditions for testing
the algorithm. As depicted in Figure 14a, two low-amplitude sentences of the database
were placed as the first and third sentences, which were impregnated with white noise and
had SNRs equal to 10 and 5 dB, respectively. A high-amplitude sentence of the database
was also present with white noise and an SNR equal to 0 dB in the middle. The purpose of
this arrangement is to investigate the performance of the algorithm in tracking consecutive
speech with loud and low voices. As can be seen in Figure 14b, nearly all the samples
were taken from the speech part, and only a small portion of the silent part of the noisy
high-amplitude signal was mistakenly selected. Figure 14b demonstrates that the proposed
system correctly detects the speech part of the signal, even in one of the most difficult
situations, where the signals are placed one after the other with a large variety of amplitudes
and SNRs.



Electronics 2023, 12, 795 16 of 20

Electronics 2023, 12, x FOR PEER REVIEW 16 of 21 
 

 

 
Figure 13. Missing speech detection due to low signal amplitude and lack of enough samples. 

 
Figure 14. Three audio signals, all impregnated with white noise with significant amplitude differ-
ences and different SNRs, were placed consecutively. The first and third audio signals are low-am-
plitude, and the middle audio signal is high-amplitude with SNRs of 10, 0, and 5 dB, respectively. 
(a) Three audio signals and LC-ADC samples. (b) Feature signal, Final_Flag, THR, and Annotate 
signals. 

5. Circuit Implementation and Performance Comparison 
To illustrate the power efficiency of the proposed algorithm, the entire system, in-

cluding the 7-bit LC-ADC and the proposed digital processing circuit of the VAD 

Figure 14. Three audio signals, all impregnated with white noise with significant amplitude differences
and different SNRs, were placed consecutively. The first and third audio signals are low-amplitude, and
the middle audio signal is high-amplitude with SNRs of 10, 0, and 5 dB, respectively. (a) Three audio
signals and LC-ADC samples. (b) Feature signal, Final_Flag, THR, and Annotate signals.

5. Circuit Implementation and Performance Comparison

To illustrate the power efficiency of the proposed algorithm, the entire system, includ-
ing the 7-bit LC-ADC and the proposed digital processing circuit of the VAD algorithm,
was implemented in 0.18 µm CMOS technology using a 1.8 V supply voltage. The Syn-
opsys Design Compiler was used for the synthesis of the processor logic as well as its
power estimation. Audio signals from TIMIT were used as a test bench for generating
switching activities in power estimation. Post-layout simulation was applied to show the
effectiveness of the proposed system in reducing the average sampling rate and power
consumption. The post-layout results show that the LC-ADC and the processor consume
293.7 and 100.9 nW, respectively. Table 2 reports the power consumption of the sub-blocks
used in the proposed VAD. The power consumption in the digital part is dominated by
leakage power, which can be further reduced by using low-power standard-cell libraries.
The layout of the implemented circuit is shown in Figure 15. The digital core occupies a
0.024 mm2 silicon area, and the total area of the VAD system is 0.044 mm2.

Table 2. Power consumption of different sub-blocks of proposed VAD system and total VAD power
used for audio signal corrupted with 10 dB white noise.

Blocks Sub-Blocks
Cell Internal +
Net Switching

Power (nW)

Cell
Leakage Power

(nW)
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Power
(nW)
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Pa
rt Feature

Extraction 2.66 39.3

100.9

394.6

Threshold
Calculation 4.77 40.3

Decision 9.23 4.69

LC
-A

D
C 1-Bit DAC 1.76

293.7
Mux 0.158

Comparators 291.8
Control Logic 0.023



Electronics 2023, 12, 795 17 of 20

Electronics 2023, 12, x FOR PEER REVIEW 18 of 21 
 

 

improvement in detection. In order to make the comparison fair, in this table, the values 
of HR0 and HR1 are reported at an SNR of 10 dB. The proposed voice activity detection 
system is suited for high-performance battery-powered applications because of its excel-
lent low power consumption and high accuracy. 

 
Figure 15. Layout of the proposed VAD system. 

Table 2. Power consumption of different sub-blocks of proposed VAD system and total VAD power 
used for audio signal corrupted with 10 dB white noise. 

Blocks Sub-Blocks 
Cell Internal+Net 
Switching Power 

(nW) 

Cell  
Leakage Power 

(nW) 

Power 
(nW) 

VAD Total 
Power 
(nW) 

D
ig

ita
l P

ar
t Feature 

Extraction 
2.66 39.3 

100.9 

394.6 

Threshold 
Calculation 4.77 40.3 

Decision 9.23 4.69 

LC
-A

D
C

 1-Bit DAC 1.76 

293.7 
Mux 0.158 

Comparators 291.8 
Control Logic 0.023 

Table 3. Performance comparison with other VAD systems. 

Ref. Method Database 
Technol-

ogy 
(nm) 

Supply 
Voltage 

(V) 
HR0% HR1% 

Power 
Feature Ex-

tractor Processor 

[1] 

Programmable fil-
ters, noise floor esti-
mator, and a deci-

sion engine 

NA 32 0.65 97.67% 96.63% NA 50 µW 

[2] 
Energy/harmonic-
ity/modulation fre-
quency calculation 

Aurora2 65 1.2 90% @ 7 dB 90% @ 7 dB 
147.3 µW to 

7.76 mW 22.3 µW 

[3] 
Sensing paradigm 

algorithm, machine 
learning 

160 s of 
NOISEUS 

90 NA 85% @ 12 dB 
babble noise 

89% @ 12 dB 
babble noise 

6 µW, worst case 

[4] 
mixer-based archi-
tecture, ultra-low-

power 

Li-
briSpeech+N

OISEX-92 
180 NA 

90% 
@ 10 dB bab-

ble 

91.5% 
@ 10 dB babble 142 nW 

Figure 15. Layout of the proposed VAD system.

For the M = 7 bits LC-ADC with K = 3 LSBs, the average sampling frequency (the
ratio of the LC-ADC output samples over the total simulation time) is 1718 Hz, which
is 9.31 times lower than the uniform sampling rate that proves the advantage of using
the level-crossing converter. By reducing the average sampling frequency, system activity
is decreased. This results in significant dynamic power reduction in comparison with
the Nyquist sampling systems. Most conventional algorithms perform all computations
for each sample so that the processing rate for these parts is equal to the sample rate.
In the proposed method, the filtering function is integrated inherently inside the LC-
ADC operation. This means that using an additional filter for pre-processing is no longer
necessary. In addition, the proposed algorithm has simple implementation and achieves
acceptable performance through the TIMIT database. Another advantage of this algorithm
is that no samples are stored in the proposed algorithm. Thus, it does not need memory
for this purpose. Finally, the processing blocks only include shift registers, adders, and
comparators. In the proposed algorithm, multipliers and other complex circuits such as FFT
are not used. This results in an extremely low-power implementation of the proposed VAD
system, compared to many reported high-accuracy VAD algorithms that use complicated
power-hungry processing circuitries and large amounts of memory [1,2].

The proposed algorithm was compared with the standard VAD systems, which have
been widely employed as references for performance comparison. The comparison is shown
in Table 3. Without the use of any special power reduction techniques such as low supply
voltage or multi-threshold voltage, the power consumption of the proposed system is much
lower than the traditional synchronous solutions, which makes it suitable for always-on
tracking-input applications. Reference [1] demonstrates the best accuracy but consumes
significant power (50 µW). The algorithm was implemented in 32 nm CMOS technology
using multiple supply voltages and two different clock frequencies, all of which resulted
in significant power saving. However, the reported power consumption is still about
500× the power consumption of the proposed algorithm in this article. In [2], the VAD
algorithm is implemented by extracting various features, which are energy, harmonicity,
and modulation frequencies. The power consumption of the VAD circuit is reported to
be at least 169.6 µW in 65 nm CMOS technology. This value of power is about 400× the
power consumption of the proposed circuit, while the detection accuracy is comparable
to the proposed algorithm. In [3], the amplifiers and bandpass filter in the analog feature
extractor block are the most power-consuming blocks. While the design of [4] consumes the
least power, it is worthwhile to also consider the large amount of silicon area occupied due
to the use of neural networks and memory. Compared with [4], the area of the proposed
VAD circuit is reduced by 398×. In [4], the algorithm is only validated for a 10 dB SNR.
However, achieving high accuracy at high noise levels is one of the most difficult challenges
for VAD systems. In [12,13], the reduced supply voltages of 0.65 and 0.6 V are used in
180 nm CMOS technology. This may reduce the power consumption. Nevertheless, the
power consumption of the proposed circuit at 1.8 V supply voltage is less than that of [13]
and at the same level as in [12] while achieving a higher HR0. Generally, it can be seen
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that the proposed algorithm improves the speech detection rate (HR1) while keeping the
quality of the non-speech detection rate (HR0), resulting in an overall improvement in
detection. In order to make the comparison fair, in this table, the values of HR0 and HR1
are reported at an SNR of 10 dB. The proposed voice activity detection system is suited
for high-performance battery-powered applications because of its excellent low power
consumption and high accuracy.

Table 3. Performance comparison with other VAD systems.

Ref. Method Database Technology
(nm)

Supply
Voltage (V) HR0% HR1%

Power

Feature
Extractor Processor

[1]
Programmable filters,
noise floor estimator,
and a decision engine

NA 32 0.65 97.67% 96.63% NA 50 µW

[2]
Energy/harmonicity/

modulation
frequency calculation

Aurora2 65 1.2 90% @ 7 dB 90% @ 7 dB 147.3 µW to
7.76 mW 22.3 µW

[3]
Sensing paradigm

algorithm, machine
learning

160 s of
NOISEUS 90 NA 85% @ 12 dB

babble noise
89% @ 12 dB
babble noise 6 µW, worst case

[4]
mixer-based
architecture,

ultra-low-power

LibriSpeech+NOISEX-
92 180 NA 90%

@ 10 dB babble
91.5%

@ 10 dB babble 142 nW

[12]
10-band passive

switched-capacitor,
bandpass filter bank,

TIMIT 6 h @
various noises 180 0.65 86% @ 10 dB

SNR
90% @ 10 dB

SNR 270 nW NA

[13]

analog signal
processing, event
driven-ADC, and

deep neural network.

Aurora4 180 0.6 85% @ 10 dB
restaurant noise

84% @ 10 dB
restaurant

noise
0.38 µW 1 µW

Thiswork
Number of samples

extracted from
LC-ADC output

168 sentences of
TIMIT over

12 noise type at
10 dB

180 1.8
93.97% @ 10 dB
SNR of all noise

types

89.15% @ 10
dB SNR of all
noise types

294 nW † 101 nW †

395 nW †

† Post-layout simulation.

6. Conclusions

A new voice activity detection algorithm based on level-crossing sampling to distin-
guish speech and non-speech parts of an audio signal is proposed. Using this sampling
method significantly reduces the sampling rate and power consumption. The proposed
algorithm provides acceptable accuracy on signals with different noise types and SNR
levels. It is also much less complex than other algorithms, which makes it a suitable option
for VAD hardware implementation. The system performance was evaluated using the
TIMIT database over 12 noise types at −5, 0, 5, and 10 dB SNR with an accuracy rate
of 85.85%, HR1 of 91.02%, and HR0 of 82.64% without any filtering requirements. The
post-layout simulation result indicates that the total power consumption of the VAD system
is 394.6 nW, which is less than many of its counterparts. The performance of the proposed
algorithm might be enhanced by applying techniques such as adaptive resolution and K
but at the cost of increased power consumption.
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