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Abstract: Existing photovoltaic (PV) power prediction methods suffer from insufficient data samples,
poor model generalization ability, and the inability to share power data. In this paper, a hybrid
prediction model based on federated learning (FL) is proposed. To improve communication efficiency
and model generalization ability, FL is introduced to combine data from multiple locations without
sharing to collaboratively train the prediction model. Furthermore, a hybrid LSTM-BPNN prediction
model is designed to improve the accuracy of predictions. LSTM is used to extract important
features from the time-series data, and BPNN maps the extracted high-dimensional features to the
low-dimensional space and outputs the predicted values. Experiments show that the minimum
MAPE of the hybrid prediction model constructed in this paper can reach 1.2%, and the prediction
effect is improved by 30% compared with the traditional model. Under the FL mode, the trained
prediction model not only improves the prediction accuracy by more than 20% but also has excellent
generalization ability in multiple scenarios.

Keywords: federated learning; photovoltaic power prediction; long short-term memory

1. Introduction

Photovoltaic (PV) power generation is affected by many uncontrollable factors, such
as solar radiance, temperature, humidity, wind speed, direction, etc. Therefore, the accurate
prediction of PV power generation is very difficult [1]. The unpredictability of PV power
generation not only affects economic efficiency but also adversely affects the stability,
reliability, and dispatch of power system operation after a large-scale grid connection. A
reliable PV power generation system is essential for the safe and stable operation of the
grid [2]. Therefore, it is important to make accurate forecasts of PV power generation.

The PV power prediction methods [3] are now classified into physical prediction
methods [4], statistical prediction methods [5], artificial intelligence prediction methods [6],
and hybrid prediction methods [7]. The physical prediction method is mainly based on
the interaction between physical laws in the atmosphere and solar radiation to establish a
physical model for prediction. This method is complex to model, computationally intensive,
and has unsatisfactory short-term prediction results. The statistical prediction method is
mainly based on the correlation between the input and output of the prediction model,
and predicts according to certain statistical laws. This method relies solely on historical
solar data to build a model to capture the relationship between weather variables and PV
power generation, and the forecasting process is relatively simple. Some scholars have
also studied PV modules [8,9] to explore the relationship between PV cells and power
generation load.

Artificial-intelligence-based PV power prediction models do not rely on the relation-
ship between power and its influencing factors, but learn from a large amount of historical
data to make predictions. This approach has tremendous advantages in dealing with
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non-stationary solar radiation intensity sequences with good robustness and accuracy [10].
In [11], a support vector regression-based PV power prediction model for different weather
conditions was proposed. The weather conditions are divided into two categories, sunny
and rainy, and the model is applicable to the prediction under arbitrary weather conditions;
the experimental validation is carried out under different weather conditions separately,
and the results show that the model has better prediction accuracy and less computational
complexity. An extreme-learning-machine-based PV power prediction model is proposed
to provide accurate day-ahead PV power generation [12]. Compared with other models,
this model has improved prediction accuracy and little computational effort.

To overcome the shortcomings of a single model in processing data, hybrid forecasting
methods [13–15] combine one of the above-advanced methods with physical or statistical
methods to achieve high prediction accuracy. Different types of deep learning neural
networks were used and compared in [16]. The compared deep learning neural networks
are LSTM, bidirectional LSTM (BiLSTM), gated recurrent unit (GRU), bidirectional gated
recurrent unit (BiGRU), one-dimensional convolutional neural network (CNN1D), and
other hybrid configurations such as CNN1D-LSTM and CNN1D-GRU. The results show
that all these models are well-suited for short-term prediction. In [17], an LSTM-RNN-based
model for PV power prediction is proposed, which combines recurrent neural networks
with long short-term memory networks. The model not only has a periodic structure
and storage units, but also avoids the problem of a long-term dependence on traditional
recurrent networks. In [7], a hybrid LSTM-convolutional network model for PV power
output prediction is proposed, which first extracts the temporal features of the data using a
long short-term memory network, and then extracts the spatial features of the data using
a convolutional neural network model. The results show that the prediction results of
the hybrid prediction model under different seasons are better than the single prediction
model.

The application of machine learning methods in the field of PV power prediction has
achieved certain results, but in practical applications, the existing methods still have the
following problems. Firstly, they cannot cope with the problem of the insufficient number
of samples and features of power generation data in real situations. Existing methods rely
on training datasets with a sufficiently large number of samples and a sufficiently rich
variety of features, but it is often difficult to meet this condition in actual load forecasting
work [18,19]. Secondly, a model trained using only data from a single region can hardly
meet the forecasting requirements of new regions. Finally, if we can realize the sharing
of data between different regions to train models, we can effectively improve the model
prediction ability [20]. However, at present, for data privacy protection, data such as
historical power is strictly confidential, which limits data-sharing training.

Therefore, there is a lack of a method that enables the co-training of power prediction
models while preserving data privacy. To address this need, this paper introduces the
federated learning (FL) method. FL can achieve multiple data holders to collaboratively
train machine learning models without sharing their data, reducing data communication
costs and improving communication efficiency while preserving data privacy [21]. FL
has been applied by researchers in several scenarios where data privacy and reduced
communication overhead need to be considered [22]. In [23], deep reinforcement learning
models are federalized to achieve a high-accuracy and low-latency device node selection.
The authors in [24] applied FL to the edge computing process in the IoT framework.
The researchers in [25] applied FL to fog computing. In [26], FL is applied to power
metering systems for metering device fault diagnosis, wireless access security detection,
and electricity bill risk identification scenarios. All of those achieved good results and
proved the practicality and feasibility of applying FL methods in the field of power systems.

To address the above problems, this paper proposes a hybrid prediction model of PV
power based on FL. The contributions of this article are as follows.

(1) This paper proposes a hybrid prediction model. The model consists of LSTM and
BPNN. The LSTM is used to extract important features from the time-series data, and
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the BPNN can compensate for the shortcomings of the LSTM network’s insufficient
fitting ability to achieve a higher-accuracy energy consumption prediction.

(2) This paper is the first to propose a FL-LSTM-BPNN model for PV power prediction.
The hybrid prediction model is trained collaboratively under FL, and the data features
of each company are federated. It can both improve the model generalization ability,
reduce the communication cost, and protect the data privacy.

2. FL-Based Co-Training Method for Hybrid Prediction Models
2.1. Overall Program

In this paper, the hybrid prediction method is used to improve the accuracy of pre-
dictions; the FL model co-training method is used to jointly train a joint prediction model
in several places. This protects the privacy of data and also reduces the amount of data
transmission and increases communication efficiency. The system flow of the proposed
method is shown in Figure 1. The prediction models are deployed on each PV operator
side Wn, and the PV operator can be a PV company in a region or a collection of certain PV
power users.
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Figure 1. Proposed System Flow.

The method in this paper is mainly deployed in the FL server and the local servers
of the data holders. The aggregation algorithm is deployed in the FL server for model
aggregation and model sending and receiving; the prediction model algorithm is deployed
in the local server of each PV operator for model training and parameter uploading.

The whole training process is as follows: Firstly, the FL server sends down the initial-
ization parameters of the prediction model to each local server, and then the global model
parameters are sent down in subsequent rounds. The local servers use the initialization
parameters for the first training, and each subsequent training is performed locally with
the global parameters received by the FL server to obtain the local model parameters. In
each round of communication, each operator uploads its respective local model parameters
to the federation server for a new round of model aggregation and update until the model
performance requirement or the specified number of communication rounds is reached.
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Specific scheme: It is assumed that five power-generating companies participate in the
model training and each of them has its different data. The hybrid prediction method of this
paper is deployed in the local servers of the five participants. The model training process
is performed in the respective local servers, while the aggregation of model parameters
will be performed in the FL servers, and the prediction models with a high generalization
capability will be derived through multiple rounds of FL aggregation. The approach in this
paper keeps the data of each participant from leaving the local area, satisfying the need for
respective data security while solving the problem of insufficient data.

2.2. Federated Learning Algorithm

The FL framework is shown in Figure 2. In each round of iteration, independent
participants train the local model separately and upload the trained model parameters to
the central server, which completes the parameter aggregation and update, and sends the
updated parameters to each participant to start a new round of iteration until the training
converges.
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Among the algorithms in FL, the most commonly used aggregation algorithm is the
federated average algorithm (FedAvg) [27]. The FedAvg algorithm uses the principle of
weighted averaging, and this algorithm achieves the co-training of local models through
multiple global iterations. For each global iteration, the number of participants is assumed
to be N, the total amount of data owned is D, the amount of data for participant k is Dk,
and the optimization function is min f (w),

f (w)
def
=

1
D

D

∑
j=1

f j(w) (1)

f j(w) = l(uj, vj; w) (2)

where f j(w) is the loss prediction of the model parameter w for the jth data (uj, vj). For
participant k, define Fj(w) as:

Fk(w) =
1

Dk

D

∑
j=pk

f j(w) (3)

When the gradient of participant k is gk = ∇Fk(w), the learning rate is R, and the
parameters are updated after t global iterations as:

wt+1 = wt − R
N

∑
k=1

Dk
D

gk (4)
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Then, the local model parameters of each participant are updated as follows:

wt+1,k = wt,k − R∇Fk(wk) (5)

2.3. Hybrid Prediction Model

The current single model has some shortcomings, such as local minimization, slow
convergence, and overfitting. In this paper, a hybrid PV power prediction model is designed.
In this paper, we propose a prediction method based on RNN and BPNN, which is divided
into two stages: the feature extraction stage uses RNN to extract features, and the power
prediction stage uses BPNN to output the predicted values, while the feature extraction
process and the power prediction process are closely coupled, to minimize the prediction
error to guide the feature extraction and power prediction, and finally achieve the extraction
of effective features from the power data with time characteristics. The final result is to
extract effective features from the power data with temporal characteristics, and then
improve the prediction accuracy.

Werbos [28] and Rumelhart [29] proposed the error backpropagation algorithm (BP),
respectively, to solve the training challenges of multilayer feedforward neural networks.
BP neural networks (BPNN) usually consist of one input layer, multiple hidden layers, and
one output layer. BPNNs have better nonlinear mapping characteristics and are capable of
infinite approximations of relations that cannot be directly represented.

The recurrent neural network (RNN) is a class of neural networks specifically designed
to process sequential data. Unlike BPNNs that only establish forward connections between
neurons, RNNs also establish temporal connections between neurons, making the output
of the current moment of the RNN dependent not only on the input of the current moment
but also on the input of the previous moment.

The long short-term memory (LSTM) [30] network is also developed from RNN. It
alleviates the gradient disappearance problem during training by cleverly improving the
network structure to achieve the prediction of time series with long intervals and long
delays. The structure of the LSTM network is shown in Figure 3.
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The LSTM adds cell states to preserve the previous information and has three control
gates (forgetting gate, input gate, and output gate) within the cell to control the flow of
information transmission. The forgetting gate receives the input xt of the current moment
and the hidden state ht−1 of the previous moment, and calculates the proportion ft of the cell
state ct−1 of the previous moment retained to the current moment, as shown in Equation (6).
The input gate receives the input xt of the current moment and the hidden state ht−1 of the
previous moment, and calculates the proportion it of the new information contained in xt
and ht−1 that needs to be preserved to the cell state, as shown in Equation (7). The input xt
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of the current moment and the hidden state ht−1 of the previous moment are activated by
the tanh function to generate the candidate cell state c̃t, as shown in Equation (8). The cell
state ct of the current moment is determined by the cell state ct−1 of the previous moment,
the candidate state c̃t, ft and it of the current moment together, as shown in Equation (9).
The output gate receives the input xt of the current moment and the hidden state ht−1 of
the previous moment and calculates the ratio ot of the cell state ct output to the output ht
of the current moment, as shown in Equation (10). The final hidden state ht is determined
jointly by the output gate ot and ct as shown in Equation (11). In short, the forgetting gate
allows the LSTM to preserve long-term memory, the input gate prevents information that
is not important for the current moment from entering the cell state, and the output gate
ensures that the stored long-term memory has a positive effect on the current output.

ft = σ(W f × [ht−1, xt] + b f ) (6)

it = σ(Wi × [ht−1, xt] + bi) (7)

c̃t = tanh(Wc × [ht−1, xt] + bc) (8)

ct = ft × ct−1 + it × c̃t−1 (9)

ot = σ(Wo × [ht−1, xt] + bo) (10)

ht = ot × tanh(ct) (11)

where σ(·) is the Sigmoid activation function 1
1+e−x , and tanh is the hyperbolic tangent

activation function ex−e−x

1+e−x . xt is the input feature at moment t, and ht and ht−1 are the
cellular hidden states at moment t and t−1, respectively. Wf, Wi, and Wo are the weight
matrices of the forgetting gate, input gate, and output gate, respectively, and Wc is the
weight matrix for computing the candidate states. ft, it, and ot are the forgetting gate, input
gate, and output gate, respectively. bf, bi, and bo are the excitation threshold vectors of the
forgetting, input, and output gates, respectively; bc is the excitation threshold vector for
computing the candidate states; and ct and ct−1 are the cell states at moment t and moment
t − 1, respectively.

In this paper, a hybrid LSTM-BPNN prediction model is proposed, which consists of
an LSTM and a BPNN connected back and forth, and the output of the LSTM is the input
of the BPNN. The LSTM is used to extract important features from the time-series data, and
the BPNN maps the extracted high-dimensional features to the low-dimensional space and
outputs the predicted values. Using the powerful learning ability of BPNN for multivariate
complex relationships, it can compensate for the shortcomings of the traditional recurrent
neural network fitting ability to achieve a higher accuracy energy consumption prediction.
The specific structure diagram of the LSTM-BPNN hybrid prediction model is shown in
Figure 4.

The number of time steps is an important hyperparameter of the hybrid model, which
determines the length of the time series input to the predictive model when performing
energy consumption prediction, with the physical meaning of the number of building
history data contained in the input. In this paper, the discrete Fourier transform, which is
commonly used in the field of digital signal processing, is used to determine the length of
the time series [31]. The discrete Fourier transform can convert a finite sequence with the
same sampling interval in the time domain to a sequence in the frequency domain, and the
transformation equation is shown in Equation (12). The major period P of the time series is
the reciprocal of the frequency f corresponding to the maximum value of the amplitude of
the frequency domain sequence, P = 1/f :

X(k) =
N−1

∑
n=0

x(n)
[

cos
(

2π

N

)
kn− i sin

(
2π

N

)
kn
]
(k = 0, 1, · · ·, N − 1) (12)
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where one of the variables is the nth number in a time-domain sequence of length N and
X(k) is the kth number in a frequency-domain sequence of length N.
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The essence of the hybrid model proposed in this paper is the combination of RNN
and BPNN, so the backpropagation-through-time (BPTT) algorithm used to train RNN is
still applicable to the hybrid model. The hyperparameter settings of the hybrid model affect
the performance of the model, and the main hyperparameters include the cell hidden state
dimension, the number of BPNN hidden layers, the BPNN activation function, the number
of neurons in the BPNN hidden layers, etc. While training the hybrid model using the
BPTT algorithm, a grid search algorithm is used to perform a hyperparameter search [32]
until the optimal hybrid model is found.

3. Experiments
3.1. Data Acquisition and Experimentation Platform

In this paper, five mutually independent computers are used to simulate five PV
operators (regions) involved in federation learning training, who do not share their respec-
tive data with each other, and one computer is used to simulate a federation server. The
above devices can communicate with each other, peer to peer. The software and hardware
environments of this paper are shown in Table 1, where the experiments are based on the
deep learning open-source frameworks Tensorflow and Keras, and programmed in the
Python language.

Table 1. Experimental platform.

Categories Version

Operating System Windows 10
CPU Intel Core i9-10900k
GPU NVIDIA GeForce GTX 3080
RAM 32 Gb

Tensorflow-GPU Tensorflow-GPU1.13.2
Keras Keras 2.1.5
Cuda Cuda 10.0

Cudnn Cudnn 7.4.1.5

The data used in this paper are from one of the five PV power generation companies
(five different regions) in China. The dataset contains PV forward active energy data, active
power, voltage, current, and date information recorded every 15 min for 20 regions, which
are organized into a dataset that can be used as the model input.

The data acquisition flow of our work is shown in the Figure 5. First, the photovoltaic
data collector (smart meter) collects the current, voltage, and other effective data from each
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photovoltaic user. Then, the local communication HPLC (high-speed power line carrier)
uploads the data collected by each smart meter to the local data acquisition terminal. Finally,
the local data is transmitted to the main station through 4G network communication, that
is, the electricity information collection system.
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3.2. Experimental Results and Analysis

In this paper, the common evaluation indicators in the field of forecasting are root-
mean-square error (RMSE) and mean absolute percentage error (MAPE), respectively. The
smaller the value of the indicator, the smaller the error between the predicted value and
the true value, and the better the prediction of the model. The formula for calculating the
indicator is shown in Equations (13) and (14)
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where ytest
i and ypre

i denote the actual and predicted values of load, respectively; and n is
the number of samples.

According to Heaton’s study, the number of neurons in the hidden layer of BPNN can
be set as two-thirds of the sum of the number of neurons in the input layer and the number
of neurons in the output layer. The hyperparameters to be optimized for the LSTM-BPNN
model are the cell hidden state dimension, the number of BPNN hidden layers, and the
BPNN activation function, respectively. The hyperparameters to be optimized for the LSTM
model are the cell hidden state dimension. After the grid search is completed, the optimal
hyperparameters of the LSTM-BPNN prediction model are shown in Table 2.
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Table 2. Optimal hyperparameters of the model.

Model Hyperparameter Search Space Optimum Value

LSTM-BPNN
the cell hidden state dimension [5, 10, 15, 20, 25, 30] 20

the number of BPNN hidden layers [1, 2, 3, 4] 1
the BPNN activation function [relu, sigmoid, tanh] relu

The RMSE and MAPE results of the three prediction models (BPNN, LSTM, and
LSTM-BPNN) with the same training set are shown in Table 3 below. Compared with
BPNN and LSTM, the experimental results show that the proposed hybrid prediction model
LSTM-BPNN has the smallest MAPE value of 2.63%. Therefore, the hybrid LSTM-BPNN
model proposed in this paper possesses more accurate prediction results than the two
original models.

Table 3. Predictive evaluation indicators of the three models.

RMSE/kW MAPE/%

BP 6174.93 3.84
LSTM 5831.54 3.25

LSTM-BPNN 4991.83 2.63

To verify the improvement of the prediction ability by the method in this paper, it
is also important to exclude the influence of factors such as the date on the prediction
accuracy. In this experiment, the time span owned by each region participating in the
collaborative training is set to the same time, and the samples are also set to the same. The
main period is 24 h, so the time step of the hybrid model is set to 24.

The specific experimental procedure is as follows: five regions are selected to partic-
ipate in FL as mutually independent PV generators, noted as l1, l2, l3, l4, and l5, and the
datasets selected from June to November 2022 measured data Vl1~Vl5 for these five regions,
with one record every 1 h and more than 4000 data samples for each V. In order to verify the
prediction ability of the method in this paper, the data samples from 1 June to 20 November
are used as the model training sample set, and 24 data samples from 21 November are
used as the test set. Firstly, each power generation company lk uses more than 4000 local
data samples for the model training of the LSTM-BPNN prediction model proposed in this
paper in a conventional model training manner, and the trained model is used as the local
prediction model, and then the data from the test set is used for validation. Next, the FL
training mechanism is used. The model parameters are distributed by the FL server, and
each region lk is trained as a local model in turn. Following the FL process, the local model
update, local model upload, server receiving model, and server model aggregation update
processes are performed sequentially until the optimal prediction model is derived. We set
the maximum number of cycles for local model training to 6000 and the maximum number
of cycles for federated learning aggregation iterations to 1000. Finally, the federal model is
then tested with the test set data. Finally, the local model prediction results (LSTM-BPNN)
and federal model prediction results (FL-LSTM-BPNN) are compared and analyzed with
the actual data in this paper, and the comparison graphs of the PV power prediction results
for each region are shown in Figure 6a–e, and the comparison of the RMSE and MAPE
results are shown in Tables 4 and 5.
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Table 4. RMSE Comparison.

Area
RMSE/kW Boosting Effect/%

LSTM-BPNN FL-LSTM-BPNN

1 4991.83 2332.38 53.27%
2 1353.39 462.78 65.80%
3 8669.03 3232.77 62.71%
4 21,053.59 10,585.07 49.72%
5 1227.12 464.13 62.18%

Table 5. MAPE Comparison.

Area
MAPE/% Boosting Effect/%

LSTM-BPNN FL-LSTM-BPNN

1 2.63 1.20 54.37%
2 6.85 2.33 65.98%
3 4.44 1.55 65.10%
4 4.58 2.06 55.02%
5 14.83 5.44 63.31%

It is obvious from Figure 6 that there is a significant gap between the predicted curve
and the actual power curve of the model trained using local data. However, the gap
between the predicted curve and the actual curve of the model trained by the method in
this paper is significantly reduced. As can be seen from Tables 3 and 4, in the comparison
of the results of the five experiments, the prediction results of the local models in each
region have a large error relative to the actual load in that region, and the MAPE in region
5 even exceeds 10%, which is sufficient to show that the prediction model at the training
using data from a single region alone does not have good results. Putting more emphasis
on the necessity of co-training, this paper adopts the FL co-training method, and the error
indicators of the trained models, RMSE and MAPE, have both decreased significantly. The
most significant decrease in error is observed for region 2, where RMSE and MAPE are
reduced by 65.80% and 65.98%, respectively, compared to the local model. This shows that
the proposed method incorporates all the data features involved in the model training while
protecting the data privacy of all parties, and compensates for the lack of comprehensive
features in a single regional dataset. It is finally verified that the prediction models trained
by the proposed method have a better prediction accuracy than the models trained on local
datasets.

To verify that the FL-LSTM-BPNN PV power prediction model in this paper has a
good generalization ability, the following experiments are conducted in this paper. The
specific process is as follows: region 4 is taken as the new region to be predicted, regions
l1–l4 are used to train the FL model, and the training results are tested with the data from
region 4. In this paper, in order to see the advantages of the FL model more intuitively, the
FL-LSTM-BPNN and LSTM-BPNN (the results of the model trained locally in region 4)
are plotted against the actual power as shown in Figure 7, and the prediction error RMSE
versus MAPE is shown in Table 6. To confirm the feasibility of the experiments, two other
sets of experiments were conducted in this paper: region 1 and region 3 were used as new
regions, respectively, and FL training was performed using data from the remaining four
regions; the experimental results were compared and analyzed, and the comparison of
prediction error is shown in Tables 7 and 8.
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Table 6. Predicted results of RMSE and MAPE for region 4.

Model RMSE/kW MAPE/%

LSTM-BPNN 14,840.82 3.42
FL-LSTM-BPNN 9686.76 2.36

Table 7. Predicted results of RMSE and MAPE for region 1.

Model RMSE/kW MAPE/%

LSTM-BPNN 4552.56 4.61
FL-LSTM-BPNN 3414.42 3.55

Table 8. Predicted results of RMSE and MAPE for region 1.

Model RMSE/kW MAPE/%

LSTM-BPNN 8973.56 4.18
FL-LSTM-BPNN 6819.91 3.30

From Figure 7 and Table 5, it can be seen that the FL prediction model trained by
the proposed method in this paper has a good prediction accuracy in the new region 5.
Compared with the model trained with region 5 data only, the difference between the
prediction curve and the true power curve of the method in this paper is the smallest, and
the RMSE and MAPE are reduced by 34% and 31%, respectively. This is because the model
of FL-LSTM-BPNN proposed in this paper learns the data features of multiple regions
simultaneously, has a stronger adaptive ability, and has a good generalization ability. To
further verify this feature, this paper uses region 1 and region 3 as new regions, respectively,
and conducts experiments again. The RMSE and MAPE are reduced by 25% and 23%
for region 1, and 24% and 21% for region 3, respectively, which also confirm the good
adaptability and generalization ability of this paper.

4. Conclusions

To address the problems of insufficient data from a single data holder, poor generaliza-
tion ability of the model, and the inability to share power-related data for training, in this
paper, the FL-LSTM-BPNN mixed prediction model is first proposed. The collaborative
training method of the short-term power prediction model using FL technology can realize
the collaborative training of prediction models among PV operators with guaranteed data
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privacy. While the LSTM-BPNN hybrid prediction model is also used, the output of LSTM
is the input of BPNN. RNN is used to extract important features from the time-series
data, and BPNN maps the extracted high-dimensional features to the low-dimensional
space and outputs the predicted values. This method is used to improve the accuracy
of the PV power prediction. Finally, through quantitative experiments, the MAPE of the
hybrid LSTM-BPNN prediction model proposed in this paper is 2.63%, which is a 20%
improvement over the traditional LSTM model. In a large number of experiments under
the collaborative model training mode of FL, the prediction performance indexes RMSE
and MAPE of the model can be reduced by 60%, which verifies the improvement of the
prediction accuracy of the model by the proposed method in this paper, and proves that
the short-term load prediction model trained by the method in this paper has an excellent
generalization ability in multiple scenarios.

In the future, our research should: (1) further study FL learning algorithms, optimize
aggregation algorithms, and further improve model accuracy and convergence speed under
FL; (2) study decentralized FL mechanisms to further improve model training efficiency
and data privacy protection.
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