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Abstract

:

With the growth of the Internet of Things, smart devices are subsequently generating a large number of computation-intensive and latency-sensitive tasks. Mobile edge computing can provide resources in close proximity, greatly reducing service latency and alleviating congestion in mobile core networks. Due to the instability of the mobile edge computing environment, it was difficult to guarantee the quality of service for users. To address this problem, a hybrid computation offloading framework based on Deep Deterministic Policy Gradient (DDPG) in IoT is proposed. The framework is a system consisting of edge servers and user devices. It is used to acquire the environment state through Software Defined Network technologies and generate the offloading strategy by Deep Deterministic Policy Gradient. The optimization objectives in this paper include the total system overhead of the mobile edge computing system, and considering both network load and computational load, an optimal offloading strategy can be obtained to enable users to obtain a better quality of service. Finally, the experimental results show that the algorithm outperforms the comparison algorithm and can reduce the system latency by 20%, while the network load and computational load are also more stable.
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1. Introduction


With the arrival of the 5G smart era, the size of Internet of Things (IoT) devices has increased dramatically, and smart scenarios have become an integral part of our daily lives, such as smart homes, connected cars, and smart healthcare [1,2]. As the number of compute-intensive and latency-sensitive application requests generated by IoT devices continues to increase, resource-constrained IoT devices will face more compute capacity constraints. For example, intelligent Augmented Reality (AR). However, most of the existing AR smart devices can only detect surface phenomena and have insufficient computational power to detect and analyze the nature of complex phenomena in life [3].



To address the problem of lack of computing power, usually cloud computing offloads requests to a central cloud [4]. However, offloading the requests to the cloud for handling also has some problems, i.e., putting all applications on the cloud for execution can easily result in severe network congestion, high energy consumption, load imbalance, high latency, and performance degradation. As an emerging technology, mobile edge computing (MEC) sinks the capabilities of the cloud to the edge of the network, thus providing resources in close proximity to each other, that not only significantly decreases service latency, but also alleviates congestion in the core network [5,6]. However, edge devices are less computationally capable compared to cloud devices, and when faced with massive and complex mobile environments, massive task offloading between edge servers and clouds may result in congestion in the underlying network, and how to coordinate task offloading between cloud, edge servers and mobile smart devices has become a pressing issue.



Software Defined Network (SDN), a flexible, programmable, and scalable network paradigm with clear advantages for coordinating routing and managing devices, has emerged as a viable solution [7,8]. SDN enables flexible network programming by separating the data plane from the control plane [9], using centralized decision making and significantly improving the quality of service (QoS) for users [10,11].



However, SDN-based MEC offload schemes still face some challenges in the IoT. Due to the variability of human activities and the suddenness of requests, the MEC system suffers from a sharp increase in computational load and instability [12]. Therefore, optimizing the decision scheme for computation offloading is a critical issue. In traditional computation offloading strategies, most of the offloading strategies focus on binary offloading strategies [13,14], which means that computational tasks are either executed completely locally on the user devices (UDs) or completely offloaded to the MEC server for execution. However, there are many computational tasks that need to be partitioned into multiple partitions and computed on various devices, for example, when using camera surveillance, deep neural networks are needed to handle video surveillance with real-time, supporting hybrid computational offloading of streaming data are more beneficial for training and inference of deep neural networks [15]. While hybrid computational offloading strategies are suitable for such computational tasks, most of the latest techniques focus only on latency or energy consumption and ignore the computational and network load balancing of the whole system [16,17], which does not guarantee the full utilization of network and computational resources in the system. Moreover, even though a few papers consider load balancing, most of them can only perform binary offloading and not dynamic offloading at arbitrary ratios, which severely bounds the offloading decision [18].



To address the above issues, we propose a Hybrid Computation Offloading for MEC based on the deep deterministic policy gradient framework (HCOME). The framework can execute hybrid computation offloading, allocate computation resources and network resources of MEC system in any ratio, and quickly adapt to dynamic network environment. The total overhead of the MEC system, including total system delay and energy consumption, and computational and network load are taken as the optimization target to improving the stability of the system.



The rest of this paper is presented below. In Section 2, the work related to the application of edge intelligence techniques in IoT is reviewed. Section 3 details the network model and computational offloading decision problem modeling. Section 4 describes the hybrid computational offloading algorithm based on DDPG. Section 5 describes the experimental setup of this paper and shows the experimental results. Finally, Section 6 concludes the paper.




2. Related Work


With the advent of IoT, the demand for storing, accessing, and processing real-time data in the central cloud is growing exponentially, and in the future smart devices generate large amounts of data that will reach ZB order of magnitude [19]. Therefore, redirecting such large amounts of data to the cloud infrastructure will lead to latency issues and may cause network bottlenecks in the future. To address these issues, edge computing, an emerging network paradigm, has emerged as a solution with a bright future to enable mobile access in multiple networks of the IoT.



Morabito et al. [20] reinvented the world of software development with Lightweight Virtualization (LV) techniques by introducing flexibility and new approaches, mainly involving the management and distribution of software. By scaling centralized data centers with massive distributed nodes, edge computing gives virtualization to data sources and end users in close proximity. This emerging paradigm has anytime, anywhere processing power. However, heavy task migration between edge devices and the central cloud can lead to congestion in the underlying network, and wireless communication solutions present new challenges such as mobility management in edge networks [21]. Therefore, to solve this problem, SDN technology is a feasible solution. To address the underlying network congestion problem, Kaur et al. [22] integrated energy consumption, delay and bandwidth and used SDN techniques for routing and traffic scheduling, which significantly improved the efficiency. Furthermore, Li et al. [23] incorporated SDN technology and edge computing into industrial IoT and proposed an adaptive transmission architecture to find the optimal adaptive power transmission path using different schemes.



In the area of connected cars, in order to solve the problems associated with using high definition (HD) maps to assist driving and improve navigation safety, Peng et al. [24] used SDN technology for unified control and global information through MEC for collaborative processing of computational tasks or storage tasks of autonomous vehicles to improve flexibility. The high latency problem can be effectively reduced by offloading computationally intensive tasks from the vehicle to nearby edge servers [25]. This shows that mobile edge computing is a promising model, which in turn has given rise to vehicle edge computing networks (VECNs). A large number of researchers have combined the advantages of SDNs and MECs to perform related work in terms of task offloading and resource scheduling strategies. For example, Zhang et al. [26] proposed a mobile-aware hierarchical MEC framework in order to address the offloading performance aspects faced by resource-constrained smart devices. The literature [27], on the other hand, uses a dual decomposition approach for goal decoupling for bandwidth and content source optimization.



However, most existing studies on task offloading rarely consider the load balancing of computational resources of edge servers. Many researchers have combined SDN with MEC in issues such as resource allocation, minimizing latency, edge caching, and energy consumption. Singh et al. [28] designed an intent-based network control framework to meet the stringent requirements of data transmission in the underlying network infrastructure. In addition, the above aspects have been studied in the literature [29,30,31].



Many methods based on deep reinforcement learning (DRL) have been proposed, however, these methods are weak in adapting to new environments because they are inefficient in sampling and require comprehensive retraining to learn update strategies for new environments. To address this challenge, Wang et al. [32] used a meta-reinforcement learning approach for task offloading, by reducing the gradient updates and the number of samples and consequently fast self-adaptation to a new environment. Such a novel offloading approach can reduce the latency by a quarter.



Due to some other limitations of MEC, such as the high cost of infrastructure deployment and maintenance, and the severe pressure on MEC servers due to the complexity and diversity of edge computing environments [33], the appropriate allocation of resources for mobile devices under variable MEC conditions becomes a significant challenge, but there are few works that reflects this. The research goal of this paper is to design a hybrid computational offloading scheme for MEC based on DDPG that can adaptively allocate computational and network resources to achieve overall latency minimization, i.e., effectively reduce the overall computational overhead while ensuring full utilization of network and computational resources in the system.




3. System Model and Problem Formulation


3.1. System Model


In this section, we present an IoT MEC system using SDN technology, as shown in Figure 1, which consists of  M  MEC servers,  N  UDs, and an SDN controller. The MEC servers are deployed together with the base stations. The collection of UDs is denoted by   N = { 1 , 2 , … , N }  . Each MEC server will cover an area of radius L. Each area is an independent system, and each UD in the area will generate a computationally intensive or latency-sensitive task, and when the task needs to be offloaded, the task will be uploaded to this MEC server for processing, thus reducing the processing delay of the task. However, MEC servers are also limited in their computing and storage capabilities, and when UD generates too many tasks, the MEC server does not have enough computational capacity and may not be able to handle all the computational tasks at one time. Therefore, we suppose that each computational task has the same priority, and a hybrid computational approach is used to process the tasks in the MEC system.



In addition, the deployment and maintenance costs of MEC servers are high, and it is impractical to deploy MEC servers on a large scale to meet the large number of requests from UD, and the complex and variable edge computing environment can put serious pressure on MEC servers. Therefore, we adopted SDN technology to logically and centrally control infrastructures such as UD and MEC servers to achieve smarter and more efficient network infrastructure management. We have deployed DRL algorithm units on SDN controllers for centralized management and control. First, with the application program interface (API), the DRL module accepts extensive data, including the current network environment status, task status, and infrastructure status. Then, the SDN controller takes the above data as input to the DRL module so that the DRL module can perform training and learning to update the network parameters. Finally, the SDN controller makes an offloading decision according to the offloading policy given by the DRL module.




3.2. Task Model


The task we consider is denoted by    S i  = (  C i  ,  D i  ,  l i  )  , where    C i    denotes the number of CPU cycles needed to complete task    S i   ,    D i    denotes the data size of task    S i   , and    l i    denotes the maximum tolerated latency of task    S i   , i.e., the maximum time needed to complete task    S i   . Each task has different parameters. The model in this paper is different from those of other binary computation offloading solutions in that task    S i    can perform hybrid computation, i.e., task    S i    can be computationally processed locally on UD or offloaded to the MEC server for processing, and also tasks can be offloaded to the MEC server for computation in arbitrary proportions. We denote the computational offloading decision of   U  D i    as    ω i  ∈ [ 0 , 1 ]  . When    ω i  = 0  , it means that task    S i    of   U  D i    is computed locally by the device; when    ω i  = 1  , it means that task    S i    of   U  D i    will be executed on the MEC server; when   0 <  ω i  < 1  , this implies that a mixed computation will be performed, i.e., the    ω i    part of task    S i    of   U  D i    is locally is processed, and the   ( 1 −  ω i  )   part is offloaded to the MEC server for computation.




3.3. Hybrid Computing Model


When task    S i    of   U  D i    needs to perform mixed computation, the    ω i    part of data processing delay of task    S i    that needs to perform computation locally is


   T i l  =    ω i   C i     f i l     



(1)




where    ω i   C i    denotes the number of CPU cycles required for task    S i    that is partially locally executed,    f i l    is the computational power of   U  D i   . In addition, the energy consumption    E i l    of   U  D i   ’s task    S i    computed locally is calculated as


   E i l  =  ω i   C i   e i l   



(2)




where    e i l    is the energy consumed per CPU cycle when task    S i    of   U  D i    is processed locally.



The total latency of processing task    S i    when UD’s task    S i    for execution is offloaded to the MEC server consists of three parts: the upload latency of uploading data from UD to the MEC server, the processing latency of processing the task by the MEC server, and the download latency of downloading data from the MEC server to UD. Because in comparison with the uploaded data, the size of the downloaded data (execution result) is negligible, the download latency of the data is generally not considered.



Therefore, we define the data upload delay    T  i , u  o    the part of   ( 1 −  ω i  )   that needs to be offloaded to the MEC server for calculation is


   T  i , u  o  =   ( 1 −  ω i  )  D i     r  i , u  o     



(3)




where   ( 1 −  ω i  )  D i    denotes the data size of task    S i    that is partially offloaded to the MEC server, where    r  i , u  o    is the uplink data rate sent from task    S i    to the MEC server from   U  D i    via the radio access channel, which can be calculated as [34]


   r  i , u  o  = W   log  2  ( 1 +    ξ  i , u    g i M    W σ   )  



(4)




where  W  denotes the wireless access channel bandwidth and the wireless access channel bandwidth is distributed equally to each task when there are multiple tasks being offloaded.    ξ  i , u     denotes transmission power for   U  D i    data upload,    g i M    denotes from the UD to the MEC server for the wireless channel gain, and  σ  is the channel noise of complex Gaussian.



Meanwhile, the data upload energy consumption    E  i , u  o    in this phase can be obtained from the data transfer power and the data upload delay, denoted as


   E  i , u  o  =  ξ  i , u    T  i , u  o   



(5)







We define the data processing delay    T  i , p  o    for performing   ( 1 −  ω i  )   partial tasks, denoted as


   T  i , p  o  =   ( 1 −  ω i  )  C i     f i o     



(6)




where   ( 1 −  ω i  )  C i    denotes the number of CPU cycles required for task    S i    that is partially offloaded to the MEC server, and    f i o    denotes the computational resources allocated to task    S i    by the MEC server. We set the total computing resources owned by the MEC server to be F. When there are multiple tasks offloaded to the MEC server, its computing resources will be assigned to each UD task on an as-needed basis, and it should be noted that allocated computing resources of the MEC server to all tasks cannot be more than the total computing resources of the MEC server. The energy consumption    E  i , p  o    for data processing at this stage is


   E  i , p  o  =  ξ  i , p    T  i , p  o   



(7)




where    ξ  i , p     is the data processing power of the MEC server.



Since the hybrid offload is parallel, the total delay of the hybrid offload is the maximum of the delay computed locally by the    ω i    part of task    S i    and the delay computed by the   ( 1 −  ω i  )   part of the offload to the MEC server. Based on Equations (1), (3) and (6), we can calculate the total latency of task    S i    of   U  D i    when performing the hybrid offload strategy as


   T i  = max {  T i l  , (  T  i , u  o  +  T  i , p  o  ) }  



(8)




in terms of energy consumption, the total energy consumption of the hybrid offload should be the sum of the energy consumption computed locally by the    ω i    part of task    S i    and the energy consumption computed by the   ( 1 −  ω i  )   part offloaded to the MEC server, i.e.,


   E i  =  E i l  +  E  i , u  o  +  E  i , p  o   



(9)







Thus, the total system expense when task    S i    of   U  D i    performs a hybrid offload strategy can be expressed as


   Φ i  =  T i  +  E i   



(10)








3.4. Resource Allocation Balancing


When multiple UD tasks are offloaded at the same time, it may cause significant stress to the network environment. When choosing whether to perform offloading, excessive load on the network links and MEC servers may lead to longer processing delays, which in turn affects the offloading decision. Therefore, balancing the network load and computational load in the network while considering the task execution cost when making offloading decisions is important to reduce latency and energy consumption. However, the number of UDs, the processing capacity of MEC servers, and the variation in task size can cause instability in the MEC environment. Our goal is to maintain the stability of the MEC system by balancing the network load and computational load while minimizing the computational overhead under the condition of handling a large number of requests from user devices. Therefore, to reduce network congestion, ensure timely and successful data uploads, and enable users to get better QoS, we define    l  n e t     as the network load in the system, and the variance of the network load can be expressed as the variance of the network resource allocation and denoted as


  var (  l  n e t   ) =    ∑  i ∈ K     (  l i  n e t   −    ∑  i ∈ K    l i  n e t    K  )  2   K   



(11)




where  K  denotes the number of links between UD and MEC servers. In addition, using    l  c p     to denote the computational load on the MEC server, the variance of the computational load can be expressed as the variance of the computational resource allocation and is denoted as


  var (  l  c p   ) =    ∑  i ∈ N     (  l i  c p   −    ∑  i ∈ N    l i  c p    N  )  2   N   



(12)




where  N  denotes the number of UDs.




3.5. Problem Formulation


We can use Equations (8) and (9) to calculate the total latency and total energy consumption for hybrid offloading and Equation (10) to represent the total system overhead. With the purpose of having better QoS by users, the total overhead of the whole IoT MEC system is minimized as the optimization objective of this paper, i.e., minimizing the task execution time and energy consumption of all UDs in the system, considering both the network load and the computational load in the system. In this section,    b  n e t     denotes the variance of the network load and    b  c p     denotes the variance of the computational load. Based on the above network model and hybrid computation model, the optimization problem can be formulated as


   min   ∑   i = 1  I   Φ i  +  b  n e t   +  b  c p      s . t .   



(13)









  0 ≤  ω i  ≤ 1 , ∀ i ∈ I  



(14)






   f i o  ≥ 0  



(15)






    ∑   i = 1  I   f i  ≤ F  



(16)




where condition (14) indicates that each UD task either performs a mixed offload policy, either placing the task entirely at UD for local computation or offloading the task entirely to the MEC server for execution. Condition (15) indicates that the MEC server’s computational resources must be allocated to each task, and the allocated resources can be 0. Condition (16) indicates that the sum of computational resources allocated to each task by the MEC server cannot be greater than the sum of the total computational resources of the MEC server. In Equation (13), there are multiple locally optimal solutions in its feasible set that are nonconvex, the time complexity of finding the optimal solution grows exponentially with the number of users when the offload is binary, i.e., 0 or 1. As the number of UDs increases, the size of problem 13 increases rapidly, and thus the nonconvex problem extended from the backpack problem is NP-hard [35]. In the hybrid computational offloading scheme we introduce, the value of    ω i    is a continuous domain, solving this NP-hard problem will be more complicated, and using DRL solutions is more suitable for solving such problems [17,35]. Therefore, we propose a DDPG-based hybrid computational offloading scheme that reduces the system overhead of the MEC system. We present the details of our solution in Section 4.





4. Hybrid Computational Offloading Algorithm Based on DDPG


4.1. DDPG Framework


	
State space: We consider the whole MEC environment as a state space, which mainly includes the state of MEC servers’ computing resources, and the network state, the number of UDs and their computing resource states and the state of tasks. However, in practice, considering state of the whole MEC environment leads to a large system overhead, and it gets larger as the number of UDs and MEC servers increases. Therefore, to reduce the additional system overhead, we define the state as


  S =   ∑   i = 1  I   Φ i   



(17)




that is, the system overhead for the whole MEC system.



	
Action space: We use the set of each UD computational offloading proportions as the action space, with the purpose of being able to describe well the computational offloading strategy of all UDs, i.e.,   A = {  ω 1  ,  ω 2  , … ,  ω i  } ,  ω i  ∈ [ 0 , 1 ]  . Since    ω i    is a continuous domain, it is easy to choose a reasonable action of arbitrary proportion.



	
Reward function: After taking the possible actions in each iteration step, the agent of DDPG can obtain a certain reward, which at this point needs to map the goal of our proposed hybrid computational offloading algorithm, i.e., to minimize the total system overhead and also to balance the network load and the computational load in the MEC system. Thus, when setting the reward function, these two objectives should be considered. In addition, to better analyze the merits of the obtained computational offloading strategy, the reward function needs to become inversely proportional to the total system overhead and load. Thus, the reward function can be expressed as


  r = − (  α 1  T +  α 2  E +  α 3   b  n e t   +  α 4   b  c p   )  



(18)




where  T  denotes the execution time of the task,  E  denotes the energy consumption of the executed task,    b  n e t     denotes the variance of the network load,    b  c p     denotes the variance of the computational load,    α i  , i ∈ 1 , 2 , 3 , 4   denotes the weights of each component, i.e.,  T ,  E ,    b  n e t     and    b  c p    . In other words, to get a lower delay and lower energy consumption of the MEC system, the reward needs to be bigger and the offloading decision more reasonable.







4.2. DDPG Algorithm


Much of the current research work is implemented by DRL algorithms such as Q-learning, which uses a Q-table to store Q values. Since the action of DRL is a computational offloading decision for all UDs, looking up the entire Q-table causes additional overhead when the UDs in the MEC system are increasing in size. In contrast, the action space of the DDPG algorithm is a continuous scope [36], while using an empirical buffer to store samples, avoiding the extra overhead of looking up the entire Q-table.



The DDPG framework mainly consists of four deep neural networks, which are the actor network, whose network parameters are denoted as    θ μ   , the actor target network, whose network parameters are denoted as    θ   μ ′     , the critic network, whose network parameters are denoted as    θ Q   , and the critic target network, whose network parameters are denoted as    θ   Q ′     , where the critic network and the actor network are in the same network structure as the corresponding target network.



The actor network selects the current action based on the current state and interacts with the environment to generate the next state and reward. The actor network stores the tuple   (  s i  ,  a i  ,  r i  ,  s  i + 1   )   into the experience buffer as the dataset for training the network. Then, Z sets of data are randomly sampled from the experience buffer, and the target Q-value    y i    is evaluated using the actor target network and the critic target network.    y i    can be expressed as


   y i  =  r i  + γ  Q ′  (  s  i + 1   ,  μ ′  (  s  i + 1   |  θ  μ ′   ) |  θ   Q ′    )  



(19)




using the mean square error to represent the loss function, which makes the parameter learning process of critic networks more stable and easier to converge [37], the loss function  L  is denoted as


  L =  1 Z    ∑   i = 1  Z    (  y i  − Q (  s i  ,  a i  |  θ Q  ) )  2   



(20)




the critic network parameters    θ Q    are updated using the Adam optimizer [38]. The policy gradient of the actor network is represented as [39]


   ∇   θ μ    J =  1 Z    ∑   i = 1  Z  (  ∇ a  Q  ( s , a |  θ Q  )  |  s , μ (  s i  )     ∇   θ μ    u  ( s |  θ μ  )  |   s i     )  



(21)




the actor network parameters    θ μ    are updated using the Adam optimizer. Finally, the target network is updated using a soft update, which is denoted as


     θ   Q ′    ← τ  θ Q  + ( 1 − τ )  θ   Q ′         θ   μ ′    ← τ  θ μ  + ( 1 − τ )  θ   μ ′       



(22)




where   τ ∈ [ 0 , 1 ]   is the update factor. The algorithm flow of DDPG is shown in Algorithm 1.



	Algorithm 1 DDPG Algorithm



	1: Randomly initialize the actor network   μ  (  s |  θ μ   )    and the critic network   Q  (  s , a |  θ Q   )   ;



	2: Initialize the associated target networks with weights    θ   μ ′    ←  θ μ    and    θ   Q ′    ←  θ Q   ;



	3: Initialize the replay buffer  R ;



	4: for each episode do



	5:  Randomly generate an initial state    s 1    with an action  A ;



	6:  for each time slot do



	7:   Determine the computation offloading strategy according to the actor network and the OU noise    a t  = μ  (   s t  |  θ μ   )  +  N t   ;



	8:   Execute action    a t    at the user agent, and then get reward    r t    and observe the next state    s  t + 1    ;



	9:   Save the tuple    (   s i  ,  a i  ,  r i  ,  s  i + 1    )    into the replay buffer  R ;



	10:   Randomly sample a mini-batch  I  from the replay buffer  R ;



	11:   Update the critic network   Q  (  s , a |  θ Q   )    by minimizing the loss  L  with (20);



	12:   Update the actor network   μ  (  s |  θ μ   )    by the sampled policy gradient based on (21);



	13:   Soft update the target networks by (22);



	14:  end for



	15: end for








The DDPG algorithm is used on the DRL algorithm unit deployed on the SDN controller. Information about the environment across the edge network is collected by the SDN controller and sent to the DRL algorithm module. For the neural network used in the DRL algorithm unit, we use a four-layer fully connected neural network with two hidden layers, and the neural network uses the Relu function as the activation function for the hidden layer. Actor network has a one-dimensional input layer for inputting the state of the MEC system. The output layer of the actor network is N-dimensional, and a Sigmoid function is used to bind the final output of the actor network, which is used to output the computational offloading strategy of each UD in the MEC system. For the critic network, the input layer consists of a computed offloading strategy for each UD and an overall MEC system state. The output layer is one-dimensional and is used to output the Q-value. After that, the SDN controller forwards the final offload strategy obtained by the DRL algorithm unit to each MEC server for offloading through the control plane function with control information. The detailed framework of the DDPG is given in Figure 2.





5. Performance Evaluation


5.1. Experimental Setup


In this section, we give the experimental setup and numerical results of a hybrid computational offloading algorithm based on DDPG. To demonstrate the performance benefits of HCOME, it is compared with a fully local computation policy scheme, a fully edge offloading policy scheme, a discrete computational offloading scheme using Q-learning, and the DDPG scheme proposed by [16].



We use the Python programming language to implement a hybrid computational offloading algorithm based on DDPG in the IoT. In our simulated environment, the coverage area  d  of the MEC server is 200 m, and we set up five users uniformly distributed within the coverage area of the MEC server, each with a task to be processed. The number of CPU cycles    C i    required for each UD’s task is uniformly distributed between 900 M and 1100 M, and its task data size    D i    is uniformly distributed between 300 kbit and 500 kbit. Each UD’s computational power is    f i    l  = 1   GHz / s   and the MEC server’s computational power is   F = 5   GHz / s  , in the wireless channel, the bandwidth is   W = 10   MHz  , when the UD uploads data to the MEC server, its transmission power is    ξ  i , u   = 500   mW   [40], the data processing power of the MEC server is    ξ  i , p   = 100   mW  , the wireless channel gain is   h =  d  − ζ    , where   ζ = 3  , and noise is   σ = − 174   dBm / Hz  . In addition, we set the maximum tolerated delay    l i    of the task to its local processing delay, i.e., if the hybrid computational offloading scheme is not effective in reducing the task completion time, then the task is placed on the UD for local processing to prevent burdening the network. The relevant parameters of the simulation environment and DDPG algorithm we use are shown in Table 1.




5.2. Experimental Analysis


First, we will evaluate the impact of the number of UDs and the processing capacity of the MEC server for the total system latency. In Figure 3, we investigate the effect of the number of UDs on the total system latency. The horizontal coordinate in the figure is the number of UDs and the vertical coordinate is the total system latency. At this time, the computational capacity of the MEC server is   F = 5   GHz / s  , and the number of cycles    C i    required for the tasks of UD is uniformly distributed between 900 M and 1100 M. From the figure, we can see that the total system latency increases significantly as the number of UDs increases. This is because when there are more tasks to be processed using the MEC server, which has limited computational capacity to satisfy the computational requests of all tasks, it generates more computational latency and does not give better QoS to users. More importantly, HCOME has lower latency compared to other schemes, outperforms other schemes. It can reduce the system latency by about 20% compared to the fully local and fully edge computing approaches.



As shown in Figure 4, we investigate how the processing ability of the MEC server affects the total system latency. The horizontal coordinate in the figure is the processing capacity of different MEC servers, and the vertical coordinate is the total system latency. At this time, the number of UDs is   N = 5  , and the number of cycles    C i    required for the tasks of UDs is uniformly distributed between 900 M and 1100 M. It can be seen from the figure that the total system latency gradually decreases for all schemes except the local computing scheme as the processing power of the MEC server increases. This is because the fully local computation scheme only needs to use UD’s local computing resources instead of putting the tasks on the MEC server for processing, so the latency of the approach using fully local computing is essentially constant and stable. In addition, we can observe that the edge offloading scheme has high latency when the processing power of MEC server does not exceed   5   GHz / s  . This is because when the processing power of MEC server is low and there are more tasks offloaded to MEC server, which makes MEC server has insufficient computing power to meet the computation demand of tasks, so the latency of processing tasks is larger. Since the Q-learning algorithm scheme uses discrete offloading, it uses the MEC server for processing tasks while also using local execution of some of the tasks. As a result, as the processing power of the MEC server increases, the edge offloading scheme, the Q-learning algorithm scheme and the DDPG scheme gradually approach HCOME but are always higher than HCOME. Thus, our algorithm outperforms other algorithms.



Second, we also analyzed the impact of the number of UDs and the processing capacity of the MEC server on the total system energy consumption. As shown in Figure 5, we investigated the effect of the number of UDs on the total system energy consumption. The horizontal coordinate in the figure is the number of UDs and the vertical coordinate is the total system energy consumption. At this time, the computational capacity of the MEC server is   F = 5   GHz / s  , and the number of cycles    C i    required for the tasks of UD is uniformly distributed between 900 M and 1100 M. From the figure, we can see that the total system energy consumption of all five schemes gradually increases as the number of UDs increases. The DDPG scheme, which considers only the latency performance, results in its excessive energy consumption, which is not conducive to the utilization of resources. On the other hand, the edge offloading scheme consumes the least amount of energy because the edge offloading scheme executes the tasks of UDs completely on the MEC server and without using the computational resources on the UDs. Compared to executing on UD, the energy consumption of executing tasks on MEC server is lower due to the larger computational power of MEC server. Moreover, we can observe that HCOME is the best execution scheme except the edge offloading scheme, mainly because HCOME allows better and customized task allocation, which makes the energy consumption lower.



As shown in Figure 6, we investigate the effect of the processing capacity of the MEC server on the total system energy consumption. The horizontal coordinate in the figure is the processing capacity of different MEC servers, and the vertical coordinate is the total system energy consumption. At this time, the number of UDs is   N = 5   and the number of cycles    C i    required for the tasks of UDs is uniformly distributed between 900 M and 1100 M. From the figure, it can be seen that as the processing power of the MEC server increases, the total system energy consumption gradually decreases for all schemes except the local computing scheme, for reasons similar to the effect of the processing power of the MEC server on the total system latency. It can also be observed that the local computing scheme consumes the most energy, which is due to the fact that the local UD has less computing power and consumes more energy when performing tasks. In addition, we can observe that HCOME is a better solution to dynamically adapt to the environment by adaptively adjusting the distribution ratio of tasks according to the state of the network environment.



In the following, we will analyze the balance of the MEC system in terms of the number of UDs, the processing power of the MEC server, and the number of CPU cycles required for the tasks of the UDs. For the analysis of network load and computational load, we will not compare local computation and edge offloading. First, Table 2 represents the impact of the number of UDs with offload tasks on the load variance. As can be seen from the table, the network load and computational load of the HCOME and Q-learning scenarios gradually increase as the number of UDs with offloading tasks decreases. This is because when the number of tasks to be offloaded decreases, the MEC server can allocate more computational resources to the tasks to be offloaded, and therefore the computational load increases. In addition, we can see that the trend of change is more pronounced and fluctuates more for the Q-learning solution compared to HCOME. On the other hand, since the DDPG solution only considers the latency performance, it does not balance the computational load and network load in the system, making the computational load and network load too large and extremely unstable. From the above, it is clear that HCOME can better stabilize the MEC system and make the best resource allocation decision when making decisions.



Secondly, as shown in Figure 7, we find that as the number increases, the demand for computational resources from the tasks becomes more complex. Since each UD generates a task that needs to be processed, the number of tasks that need to be processed will increase as the number of UDs increases, resulting in a lower computational load variance that can be obtained by HCOME and tends to be stable, which means that when HCOME makes decisions, it can make balanced use of network resources and prevent network congestion caused by too many UDs. On the contrary, it can be seen from the figure that the DDPG scheme has a higher computational load and no clear trend of fluctuation and has a poor performance in balancing the computational load.



We conducted further experiments to verify the performance of our hybrid computation offloading algorithm in terms of balancing the network load as the processing power of the MEC server increases. As shown in Figure 8, the overall network load becomes more balanced as the processing power of the MEC server increases. This is mainly because the MEC server processing power will lead to a reduction in processing time, which in turn leads to more tasks that can be processed in the same amount of time, resulting in a more balanced network load. On the other hand, the proposed HCOME is always more stable and less volatile than the other two schemes, mainly because our approach not only takes load performance into account when making offload decisions, but also makes resource allocation decisions based on the overall environment and total system overhead of the MEC.



The effect of the number of CPU cycles required for the task on the network load variance is given in Figure 9. As the number of CPU cycles required for a task increases, the network load variance fluctuates slightly, but generally tends to increase. It can be seen from the figure that the network load variance of HCOME is more stable when the number of CPU cycles is between 900 M and 1050 M, which means that HCOME is very practical and more advantageous when the number of CPU cycles for the task is not too large.



As shown in Figure 10, we also conducted experiments to verify the convergence of our proposed algorithm. Since only the delay problem is considered in [16] and different factors are considered when setting the reward, only HCOME and Q-learning are compared when verifying the convergence of our proposed algorithm. The horizontal coordinate is the number of iterations and the vertical coordinate is the reward value. At this point, the number of UDs is   N = 5  , the computational capacity of the MEC server is   F = 5   GHz / s  , and the number of cycles    C i    required for the tasks of UDs is uniformly distributed between 300 kbit and 500 kbit. We define the reward as inversely proportional to the total system overhead and load. That is, the larger the reward value, the lower the total system overhead and the more balanced the load of the MEC system, indicating the better performance of the algorithm. It can be seen from the figure that the reward values of both Q-learning algorithm scheme and HCOME increase as the number of iterations increases, and the reward value of HCOME is larger than that of Q-learning algorithm scheme, which has better optimization effect. However, the convergence speed of HCOME is slower than that of the Q-learning algorithm scheme.





6. Conclusions


In this paper, we study the computational offloading problem in an IoT environment. We consider this problem in terms of both total system overhead and system load and establish a hybrid computational offloading framework based on DDPG, namely HCOME, with an arbitrary offloading ratio per user as the action space. Our algorithm can better adapt to dynamic MEC environments with burst conditions, reduce system overhead, maintain system stability, and enable users to obtain better QoS. Experimental results show that the HCOME scheme can reduce latency by about 20% compared with traditional fully local computation strategies, fully edge offloading strategies, and Q-learning algorithm strategies, and it is also more stable in terms of network load and computation load, i.e., HCOME has significant advantages in unstable MEC environments. It is thus clear that the DRL solution has great potential compared to other solutions and deserves further investigation. Therefore, in future work, the DRL solution will be further investigated by considering the impact of more complex and dynamic network environments, for example, scaling up experiments, the impact on the performance of solutions when devices randomly join or leave the environment, etc.
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Figure 1. MEC system with SDN technology in IoT. 






Figure 1. MEC system with SDN technology in IoT.



[image: Electronics 12 00562 g001]







[image: Electronics 12 00562 g002 550] 





Figure 2. Detailed framework of the DDPG algorithm. 
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Figure 3. Impact of different UD numbers on latency. 
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Figure 4. Impact of MEC server’s processing power on latency. 
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Figure 5. Impact of different UD numbers on energy consumption. 
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Figure 6. Impact of the processing power of MEC servers on energy consumption. 
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Figure 7. Impact of the number of UDs on the computing load variance. 
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Figure 8. Impact of the processing power of MEC servers on network load variance. 
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Figure 9. Impact of the number of CPU cycles required for a task on the network load variance. 
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Figure 10. Convergence comparison. 
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Table 1. Simulation environment and DDPG algorithm related parameters.
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	Parameter
	Value
	Description





	    C i    
	900 M–1100 M
	The number of CPU cycles required for task



	    D i    
	300 kbit–500 kbit
	The data size of task



	    f i l    
	   1   GHz / s   
	The computational power of UD



	  F  
	   5   GHz / s   
	The computational power of the MEC server



	  W  
	   10   MHz   
	The bandwidth of the wireless channel



	    ξ  i , u     
	   500   mW   
	The transmission power of the UD’s data upload



	  σ  
	   − 174   dBm / Hz   
	The channel noise of complex Gaussian.



	actor learning rate
	0.0002
	Learning rate of actor network



	critic learning rate
	0.001
	Learning rate of critic network



	  τ  
	0.005
	Update factor for soft update



	  γ  
	0.99
	Reward discount factor



	batch size
	64
	Sample size in the empirical buffer



	buffer size
	50,000
	Size of the experience buffer
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Table 2. Impact of the number of UDs with offloading tasks on the load variance.
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Number of UD

	
Number of UDs to Be Offloaded

	
    var (  l  n e t   )    

	
    var (  l  c p   )    






	
HCOME

	
5

	
5

	
0.2944

	
0.0776




	
5

	
4

	
0.3252

	
0.0960




	
5

	
3

	
0.3384

	
0.1408




	
Q-learning

	
5

	
5

	
0.3103

	
0.0845




	
5

	
4

	
0.5161

	
0.1316




	
5

	
3

	
0.6508

	
0.1693




	
DDPG

	
5

	
5

	
0.4169

	
0.3695




	
5

	
4

	
0.2894

	
0.5000




	
5

	
3

	
0.3835

	
0.7330
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