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Abstract: Cross-lingual text summarization is a highly desired service for overseas report editing
tasks and is formulated in a distributed application to facilitate the cooperation of editors. The
multilanguage pre-trained language model (MPLM) can generate high-quality cross-lingual text
summaries with simple fine-tuning. However, the MPLM does not adapt to complex variations, like
the word order and tense in different languages. When the model performs on these languages with
separate syntactic structures and vocabulary morphologies, it will lead to the low-level quality of
the cross-lingual summary. The matter worsens when the cross-lingual summarization datasets are
low-resource. We use a knowledge distillation framework for the cross-lingual summarization task to
address the above issues. By learning the monolingual teacher model, the cross-lingual student model
can effectively capture the differences between languages. Since the teacher and student models
generate summaries in two languages, their representations lie on different vector spaces. In order
to construct representation relationships across languages, we further propose a similarity metric,
which is based on bidirectional semantic alignment, to map different language representations to the
same space. In order to improve the quality of cross-lingual summaries further, we use contrastive
learning to make the student model focus on the differentials among languages. Contrastive learning
can enhance the ability of the similarity metric for bidirectional semantic alignment. Our experiments
show that our approach is competitive in low-resource scenarios on cross-language summarization
datasets in pairs of distant languages.

Keywords: multilingual pre-trained language model; cross-lingual summary; knowledge distillation;
similarity metric

1. Introduction

The cross-lingual summarization (CLS) task emerged to convert documents from one
language to a summary in another. It is a highly desired service in foreign report editing and
formulated in a distributed application to facilitate the cooperation of editors. This service
plays a crucial role in report writing on a global scale, facilitating collaboration and commu-
nication among editorial teams through concise summaries and multilingual translations.

MPLMs, such as mBART [1] and mT5 [2], have led to significant breakthroughs in the
cross-lingual summarization task. In particular, ref. [3] discovers that the mBART (mbart.cc25)
model outperforms many multitask models on large-scale cross-lingual summary datasets
through simple fine-tuning. However, ref. [4] proposes that the syntactic structure of
the language will still influence the relevance of cross-linguistic representations of mod-
els trained on multilingual corpora. Therefore, for the mBART model, learning feature
relationships between two languages with separate syntactic structures and vocabulary
morphologies is challenging. Specifically, the mBART model will be pre-trained in mul-
tiple languages. When generating a cross-lingual summary of two languages, the model
may mistake the lingual features in the pre-trained corpus for features of two languages.
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Constructing cross-lingual relationships between two languages with separate syntactic
structures and vocabulary morphologies is more challenging. Significantly, the matter
worsens in low-resource scenarios where the cross-lingual summary dataset contains only
a few languages and a limited number of samples for each language.

To address the above issues, we propose a knowledge distillation framework to
mitigate cross-linguistic interference that can improve the quality of the generated target
language summaries. Our model consists of a monolingual teacher model and a cross-
lingual student model. By distilling the attention weight and word distribution of the fine-
tuned teacher model into the student model, the student model can effectively construct
cross-lingual relationships in low-resource scenarios. To improve the quality of the cross-
lingual summary, we propose a text similarity metric to evaluate the similarity of the
summaries in two languages. As the linguistic representations of the two summaries lie on
different vector spaces, we adopt the UMH in [5] to map the linguistic representations into
a unified vector space. Then, we view the bidirectional semantic alignment of summaries
as an optimal transmission problem. Additionally, we use contrast learning to capture
the semantic similarity between two summaries. It helps the student model focus on
differentials among languages and extract critical information from the text.

Our main contributions can be described as follows:

• We propose a knowledge distillation framework for the cross-lingual summarization
task. The student model constructs strong relationships between two languages by
learning the attention weight and word distribution of the teacher model.

• We propose a text similarity metric that maps texts from different languages into
a unified similarity space for comparison. Furthermore, we introduce contrastive
learning to push similar text vectors toward each other, combined with the text
similarity metric to compute the bidirectional semantics of two summaries.

• We validate our model by training on datasets of language pairs with separate syntactic
structures and vocabulary morphologies in a low-resource scenario. We find that our
approach outperforms other baselines in most cases.

2. Related Work

Early cross-lingual summary generation mainly focused on pipe-lined approaches [6–8],
which suffered from error propagation problems. Since [9] first proposed that end-to-end
methods are significantly better than pipe-lined methods, such methods are gradually becom-
ing the mainstream methods for generating cross-lingual text summaries [3,10].

Since cross-lingual summarization still lacks large-scale, high-quality supervised
datasets [11], methods that can be pre-trained from large-scale unsupervised corpora
have been extensively investigated. Applying a pre-trained model to the cross-lingual
summarization task involves pre-training and fine-tuning. In the former, the model uses
many unlabeled data to learn generic linguistic knowledge; the latter uses the labeled data
to fine-tune the cross-lingual summarization task. However, early pre-training models were
trained in only one language [12–15]. It is difficult for models to learn general knowledge
of another language in a cross-lingual task.

Then, multilanguage pre-trained models started to be pre-trained in multiple lan-
guages [1,2,16], which allowed them to learn syntactic, lexical, and semantic similarities
between languages. Overall, the application of pre-training methods in cross-lingual sum-
marization has been widely explored and studied [17–19] and achieved good performances
in different languages. For instance, ref. [20] proposes an mBERT-based knowledge dis-
tillation framework that improves the summarization performance for remote languages
by aligning cross-language summaries with monolingual summaries. Ref. [21] propose
a many-to-one summarization model using the mT5 model combined with a contrastive
learning approach to unify cross-lingual and monolingual representations to enrich low-
resource data.

In contrast to the former study, we introduce contrastive learning into the knowledge
distillation framework to construct strong correlations between languages. Moreover, we
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introduce the attention weight and word distribution of the teacher model to form adequate
alignment supervision information.

3. Methods

The MPLM will be pre-trained in multiple languages. When generating a cross-lingual
summary of two languages, the model may mistake the lingual features in the pre-trained
corpus for features of two languages, thus interfering with the quality of the summary.
We propose a knowledge distillation framework and a similarity metric based on contrast
learning to address the problem that the cross-lingual summarization model suffers from
data interference in low-resource settings.

We construct cross-lingual supervision by linking a monolingual teacher model with
a cross-lingual student model. Then, we use a bidirectional semantic alignment of the
similarity metric to construct strong correlations among languages. Finally, we use con-
trast learning to enhance the ability of the similarity metric for bidirectional semantic
alignment. The overall model framework is shown in Figure 1. In this way, we can im-
prove the performance of the model on languages with separate syntactic structures and
vocabulary morphologies.

Figure 1. Diagram of knowledge distillation framework for cross-lingual summary.

3.1. Knowledge Distillation

The knowledge distillation framework transfers knowledge from a teacher model
trained on a specific corpus to a student model. While preserving the effective encoding
of the source language by the multilingual pre-trained model, this framework alleviates
interference among different languages in the pre-training corpus during the generation
of target language summaries by the decoder. In particular, we use a new model named
the mBART-D model to construct teacher and student models. The architecture diagram
of the mBART-D model is shown in Figure 2. In addition, the cross-lingual summary
model requires understanding both the source and target languages and constructing the
relationship between the two languages. To make the student model have the same ability
to generate summaries as the teacher model, we transfer the attention weights and word
distributions from the teacher model to the student model. The specific distillation is shown
in Figure 3.
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Figure 2. Overview of the proposed mBART-D model. The encoder of the mBART model extracts
the text features of the source text and then inputs the text features into an additionally constructed
decoder to generate the final summary.

Figure 3. Framework for the refinement process. Both the monolingual teacher and the cross-language
student models use mBART-D (for better differentiation, we set the student model to mBART-D’).
The aim is to refine the attentional weights and word distributions from the monolingual teacher
model into the cross-language student model. The teacher and student models generate monolingual
and cross-lingual summaries, respectively.

3.1.1. mBART-D Model

Since the mBART model is a multilingual pre-trained model, many datasets are
needed to fine-tune it for cross-language text summary generation tasks. However, when
the mBART model is used in low-resource scenarios, the model may mistake linguistic
features in the pre-trained corpus as features in both languages during text summary
generation. It will affect the quality of the final generated text summaries.

To address the above issues, we construct an mBART-D model consisting of the
mBART encoder and the decoder initialized by Xavier [22]. Specifically, the mBART-D
model performs text feature extraction using the mBART encoder to obtain contextual
and semantic information then employs the Xavier initialization method to initialize the
weight values of the decoder, which inputs the text features into the decoder. Compared to
generating summaries using the mBART model in low-resource scenarios, the mBART-D
model inherits the encoding capabilities of the mBART model. At the same time, the
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initialized decoder is not affected by other linguistic features. We use the mBART-D model
to mitigate the problem that the model may misidentify linguistic features in the pre-trained
corpus as two linguistic features when outputting summaries.

3.1.2. Teacher Model

We utilize the mBART-D model as the teacher model to generate the monolingual
summary. In detail, given the text input TA = {XA

1 , XA
2 , XA

3 , . . . , XA
n } in language A, the

teacher model uses the maximum likelihood function with cross-entropy loss to generate
the monolingual summary SA = {YA

1 , YA
2 , YA

3 , . . . , YA
m }, where the m and n are the lengths of

the input text and the monolingual summary and m < n. The formula is as follows:

Smls = −
m

∑
j=1

logP(YA
j |YA

<j, X) (1)

We use a monolingual summary dataset to train the mBART-D model as a teacher
model. Adequate training samples allow the mBART-D model to capture source language
semantic information and generate accurate summaries efficiently.

3.1.3. Student Model

We train the student model using the mBART-D model and a cross-lingual summary
corpus. In detail, given the text input TA = {XA

1 , XA
2 , XA

3 , . . . , XA
n }, also using the maximum

likelihood function with cross-entropy loss, it finally generates cross-linguistic text sum-
maries SB = {YB

1 , YB
2 , YB

3 , . . . , YB
l }, where the m and l are the lengths of the input text and

the cross-lingual summary and l < n. The task form is as follows:

Scls = −
l

∑
j=1

logP(YB
j |YB

<j, X) (2)

After fine-tuning the teacher model, we trained the student model on a cross-lingual
summary dataset. Such training enabled the student model to inherit the same encoding
capabilities as the teacher model and the ability to decode in the target language.

3.1.4. Attention Weight

The summary model generates summaries by automatically assigning weights to
each word in each input sentence. These weights are the importance of each word in
the summary generation process. In the teacher model, the encoder processes the source
language input XA, while the decoder receives the source language summary YA, thereby
facilitating the provision of attention alignment information from XA to YA. In the student
model, the encoder also takes the source language XA as input, allowing the teacher model
to furnish direct and effective supervisory information. Ref. [10] defined the attention
weight distribution matrix in a cross-lingual sentence summarization model as Aj. During
training, it is desired that the attention weight Bj of the student model approximates the
attention weight Aj of the teacher model. Therefore, we use the attention relay approach
and Euclidean distance to encourage the consistency of the attention weights of the student
model and the teacher models’ attention weights. The formula is as follows:

Latt = −
√

∑
j
(Aj − Bj)2 (3)

where j represents the location of the attention weight. Through Equation (3), the student
model can learn the attention weights from the teacher model to better understand the
semantics of the input sentences.

Note that the teacher and student models use a Transformer architecture that contains
multiple attention heads but omits self-attention in the Transformer. Therefore, we use the
average attention method, which averages all attention heads’ weights in the same layer.
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3.1.5. Word Distribution

The word distribution reflects the ability of the teacher model to understand and
summarize the input text. To better understand the associations and similarities between
different words, the student model learns the word distribution of the teacher model. This
can improve the accuracy and coherence of the cross-lingual summaries. Therefore, we
use the cross-entropy loss to encourage the similarity of the probability distributions of the
summary words generated by the two models. The formula is as follows:

Lword = −P(YA
i |YA

<i−1, X)logP(YB
i |YB

<i−1, X) (4)

where P(YA
i |YA

<i−1, X) denotes the summary word distribution of the teacher model and
P(YB

i |YB
<i−1, X) denotes the summary word distribution of the student model.

3.2. Similarity Metric

To understand the relationships between texts that are context-rich and cross-linguistic,
we propose a similarity metric based on bidirectional semantic alignment inspired by [23].
The approach uses bidirectional semantic alignment, allowing the model to capture more
contextual information at different locations in the text and making the metric more focused
on the overall context of the text. The process is shown in Figure 4.

Figure 4. The similarity metric is based on bidirectional semantic alignment. The summaries in
language A and language B are mapped to the same vector space by the UMH. Then, the distance
between the vectors is measured using the similarity metric through bidirectional semantic alignment.

The teacher and student models generate summaries in two languages. Their linguistic
representations lie on different vector spaces. So, the similarity of the two summaries cannot
be calculated directly. We use UMH, an unsupervised hyper-alignment for multilingual
word embeddings, to map the word vectors of summaries in different languages to a
unified vector space. The formula is as follows:

min
Qi ,Pi,j

∑
i,j

αi,jl(XiQi, PijXjQj) (5)

where α is the weighting coefficient and Xi, Xj represent different languages. P and Q
denote the allocation and mapping matrices, respectively.
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Then, we apply optimal transport in a contextual embedding space. It uses the optimal
solution of a relaxed transport problem as a distance metric and converts the distance
metric to the corresponding similarity measure with the following equation:

Sims1(s1, s2) =
1
L1

L1

∑
i=1

max
j

cos(x1
i , x2

j ) (6)

Sims2(s2, s1) =
1
L2

L2

∑
j=1

max
i

cos(x2
i , x1

j ) (7)

where s1 and s2 represent the summaries in two different languages and L1 and L2 represent
the lengths of the summaries in the two languages. x1

i represents the sentence token of the
summary in language 1, and x2

j represents the sentence token of the summary in language

2, where i and j represent the positions of the tokens. x1
j and x2

i mean the same as x1
i and x2

j .
By comparing the word vectors in the two sentences one by one and choosing the

maximum cosine similarity value, we can obtain two scores that measure the similarity of
the sentences. These scores were averaged to obtain a combined bidirectional semantic
alignment metric between the two summary sentences. The formula is as follows:

Sim(s1, s2) =
1
2
(Sims1(s1, s2) + Sims2(s2, s1)) (8)

3.3. Contrastive Learning

We use contrastive learning to enhance the ability of the similarity metric for bidi-
rectional semantic alignment. We consider the monolingual summaries generated by the
teacher model as positive samples. Moreover, following the idea of [24], we use the other
sentences in the batch as negative pairs. We then calculate the similarity metrics of the cross-
lingual summaries to the positive and negative samples separately so that the cross-lingual
summaries are close to the predicted values for the positive samples and far from a certain
threshold for the negative samples. The process is shown in Figure 5. This enables the
final generated cross-language text summaries to express the same content as the positive
samples. So, the contrast learning for sentence i in the batch is defined as follows.

For the above distillation process, we define our distillation loss as follows:

LKD = λ1Latt + λ2Lword + λ3Lsim (9)

where Latt comes from Equation (3), Lword comes from Equation (4), and Lsim comes from
Equation (8). λ1, λ2, and λ3 are the weighted hyper-parameters.

Lsim = −log
exp( Sim(si ,Si

+)
τ )

∑B
j=1(exp( Sim(si ,Sj

+)
τ ) + exp( Sim(si ,Sj

−)
τ ))

(10)

where τ is the temperature parameter, B is the batch size, and s+ and s− represent positive
and negative samples, respectively.
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Figure 5. Contrast learning. We used the monolingual summary in language A as a positive sample.
Following the idea of [24], we used other sentences in language B in the batch as negative sentence
pairs. Then, the positive and negative samples and the cross-lingual summary are aligned using the
similarity measure.

3.4. Training Objective

We propose a cross-lingual summary model based on knowledge distillation. Its
overall model framework is shown in Figure 4. Our total training loss is computed as
follows for each input:

L = Scls + δLKD (11)

where Scls comes from Equation (2) and LKD comes from Equation (10). δ is a weighted
hyper-parameter that balances the weights between Scls and LKD.

4. Experiments
4.1. Datasets and Evaluation

To validate the effectiveness of our method on the languages with separate syntactic
structures and vocabulary morphologies in low-resource settings, we processed the Wik-
ilingua [25] dataset. Inspired by [20], we use a back-translation pre-processing strategy to
convert each sample into a document consisting of three parts: a document, a monolingual
summary, and a cross-language summary.

For the evaluation, we specifically chose four linguistic variants that exhibited vari-
ations in either structure or morphology. These variants include En2ArSum (summary
from English to Arabic), En2ViSum (summary from English to Vietnamese), and En2JaSum
(summary from English to Japanese). Moreover, to validate the performance of the model
in cross-language summarization tasks where the source language is not English, we
also introduce Ja2EnSum (summary from Japanese to English) with the same content as
En2JaSum. The selected dataset encompasses diverse syntactic structures and character
sets across several languages. The En2ViSum dataset presents a low-resource scenario with
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a mere 7500 samples. The average lengths of the source texts, monolingual summaries, and
cross-lingual summaries for each dataset and the size of each dataset are shown in Table 1.

Table 1. Statistics for the Wikilingua variant datasets.

Dataset LenSource LenMLS LenCLS Size

En2ArSum 1589 227 133 12,500
En2JaSum 1463 212 133 10,000
Ja2EnSum 2103 133 212 10,000
En2ViSum 1657 175 135 7500

After [26], most studies have used the standard ROUGE method to assess the per-
formance of models. Therefore, we used the ROUGE method to evaluate the ROUGE-1,
ROUGE-2, and ROUGE-L scores of our model on the Wikilingua variant dataset.

4.2. Implementation Details

We use mBART model to initialize our encoder and Xavier to initialize the decoder.
The encoder and decoder have dimensions of 1024, and the model contains 1,277,437,076
parameters. The encoder and decoder use separate Adam optimizers, with learning rates
of 0.002 and 0.2, respectively. The model is trained on a Tesla V100S-PCIE-32 GB with a
training phase of 15,000 steps and gradient accumulation every five steps. To estimate
the text similarity, we set the temperature parameter τ to 0.05 and the batch size to 128.
The weighted hyper-parameters in the loss function are set to 1. In addition, the teacher
model in the knowledge distillation framework has the same structure and parameters
as the student model. In the training phase, the monolingual summary teacher model is
first trained. Then, the cross-lingual summary student model learns the knowledge of the
teacher model. In the inference phase, the student model is fed with textual content and
undergoes three hours of inference to generate a summary.

4.3. Baseline

For performance comparison, we select several baselines that have better performances
in the current study, comparing our proposed model architecture with the following
baselines:

• mBART(mbart.cc25): Here, we fine-tune the mBART [1] model for a cross-lingual spe-
cific text summarization task, and we apply grid search to update hyper-parameters,
such as the learning rate and batch size in the model, as a way to obtain the best
performance of mBART in the downstream task.

• mBART + MADPD: Inspired by [27], we use parallel data and connect each parallel
instance of the two languages. Then, we combine these data with masking and noise
reduction targets to train mBART further.

• MCLAS: The model in [28] is a strong baseline model that uses a unified decoder to
generate sequential links between monolingual and cross-lingual summaries, making
the monolingual summary task a prerequisite for the cross-lingual summarization task.

• Ref. [20] proposed a knowledge distillation framework based on the mBERT model.
Furthermore, Sinkhorn scattering is utilized to bring the representation distance of sum-
maries in two languages closer to generate high-quality cross-language text summaries.

4.4. Contrast Experiment

The experiments are validated on the En2ArSum, En2ViSum, En2JaSum, and Ja2EnSum
datasets in the low-resource scenario, and the experimental results correspond to Tables 2,
3, 4 and 5, respectively.
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Table 2. The ROUGE score on the En2ArSum dataset for cross-lingual summarization.

Model ROUGE-1 ROUGE-2 ROUGE-L

mBART 30.13 13.58 22.47
mBART + MADPD 30.58 13.97 22.63

MCLAS 36.28 17.27 27.56
[20] 36.89 20.28 32.38

Our model 35.89 16.20 25.21

Table 3. The ROUGE score on the En2ViSum dataset for cross-lingual summarization.

Model ROUGE-1 ROUGE-2 ROUGE-L

mBART 31.46 9.69 18.32
mBART + MADPD 31.81 10.05 19.09

MCLAS 36.31 15.91 28.62
[20] 37.38 16.20 28.97

Our model 37.79 15.27 25.83

Table 4. The ROUGE score on the En2JaSum dataset for cross-lingual summarization.

Model ROUGE-1 ROUGE-2 ROUGE-3

mBART 26.17 10.01 17.94
mBART + MADPD 25.41 10.27 18.26

MCLAS 29.60 16.08 23.20
[20] 30.21 16.27 23.90

Our model 30.12 14.23 21.52

Table 5. The ROUGE score on the Ja2EnSum dataset for cross-lingual summarization.

Model ROUGE-1 ROUGE-2 ROUGE-3

mBART 27.93 8.19 18.09
mBART + MADPD 28.22 9.57 19.04

MCLAS 33.20 12.57 27.27
[20] 34.21 13.08 27.63

Our model 31.74 14.01 24.47

In Table 2 on the En2ArSum dataset, our model outperforms the mBART model
by 5.76 points for ROUGE-1, 2.62 points for ROUGE-2, and 2.74 points for ROUGE-L.
Similarly, in Table 3, on the En2ViSum dataset, which has slightly similar syntactic structures
and semantic information, the ROUGE-1, ROUGE-2, and ROUGE-L scores of our model
improve by 6.33, 5.58, and 7.51 points compared to the mBART model. In addition, we
use two reverse datasets, the En2JaSum dataset and the Ja2EnSum dataset, to validate our
model. For the En2JaSum dataset in Table 4, the ROUGE-1, ROUGE-2, and ROUGE-L
scores of our model improve by 3.95, 4.22, and 3.58 points compared to the mBART model.
For the reverse dataset Ja2EnSum in Table 5, our model outperforms the mBART model by
3.81 points for ROUGE-1, 5.82 points for ROUGE-2, and 6.38 points for ROUGE-L. There
is a significant improvement in the performance of our model compared to the mBART
model. This shows that our model can build a strong correlation between two languages
by adopting the knowledge distillation framework, and it has improved in semantic and
context understanding.

Compared to the strong baseline MCLAS model, in Table 2, on the En2ArSum dataset,
we see that our model is just 0.39, 1.07, and 2.35 points lower on ROUGE-1, ROUGE-2,
and ROUGE-L. Similarly, in Table 3, on the En2ViSum dataset, the ROUGE-1 scores of our
model improve by 1.438 points. For the En2JaSum dataset in Table 4, the ROUGE-1 scores
of our model improve by 0.52 points. It shows that our model can capture and retain critical
information in the generated summaries. For the reverse dataset Ja2EnSum in Table 5,
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our model outperforms the MCLAS model 1.44 points for ROUGE-2. Compared to [20],
the partial ROUGE values of our model on the En2ViSum dataset and the Ja2EnSum
dataset increased. In particular, the ROUGE-1 score on the low-resource dataset En2ViSum
improved by 0.41. In contrast, the partial ROUGE values on the other datasets decreased
only slightly. This demonstrates that our model can correctly capture the contextual
relationships between words in a summary, generating a more coherent cross-linguistic
summary. We can see that our model performance has some improvement on some datasets.
It shows that our model is competitive.

In conclusion, our approach can improve the quality of cross-lingual summaries
on language pairs with separate syntactic structures and vocabulary morphologies in
low-resource scenarios.

4.5. Ablation Experiment

We conduct the following ablation experiments on our model to investigate the impor-
tance of different model components for improving the quality of cross-lingual summaries.

4.5.1. Attention Weight and Word Distribution

We adopt a knowledge distillation to distill the attention weight and word distribution
of the monolingual teacher model into the cross-lingual student model. To verify the ratio-
nality of distilled content, we set the following variables on the En2ArSum dataset: (1) no
distilled content (non-KD), (2) no distilled attention weight (our model—attention weight),
and (3) no distillation word distribution (our model—word distribution), (4) simultaneous
distillation attention weight and word distribution (our model). The ablation experiments
results of knowledge distillation are shown in Table 6.

Table 6. Results of ablation tests of attention weight and word distribution.

Method ROUGE-1 ROUGE-2 ROUGE-3

Non-KD 31.41 14.27 22.98
Our model—attention

weight 32.59 14.31 23.75

Our model—word
distribution 32.74 14.28 23.92

Our model 35.89 16.20 25.21

The analysis of the experimental results in Table 6 shows that distilling only the
attention weights or word distribution improves the performance of the model compared
to no distilled content. This is because distilling the attention weights of the teacher
model can help the student model better understand the critical information in the original
text, thus improving the accuracy of the generated summaries. The distillation of word
distribution can better guide the student model to learn the content and structure of the
text, thus improving the readability of the generated summaries. Our model distills both
attention weights and word distributions, resulting in the cross-lingual model having
significant performance improvements and the cross-lingual summaries becoming more
accurate and fluent.

4.5.2. Similarity Metric

We use a similarity metric via optimal transport-based contrastive learning, con-
structing a bidirectional semantic alignment between two different language summaries.
To verify the rationality of the similarity metric, we set the following variables on the
En2ArSum dataset: (1) no similarity metric (non-Sim), (2) average pooling (average pool-
ing), (3) bidirectional semantic alignment of similarity metric (Bid-Sim), (4) Bid-Sim with
contrast learning (our model). The experimental results are shown in Table 7.
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Table 7. Results of ablation tests in text similarity.

Method ROUGE-1 ROUGE-2 ROUGE-3

Non-Sim 32.31 14.79 23.74
Average pooling 32.43 14.80 23.78

Bid-Sim 33.16 14.92 24.05
Our model 35.89 16.20 25.21

The analysis of the experimental results in Table 7 shows that the quality of cross-
lingual summaries can be improved using only the average pooling. Compared with the
average pooling, Bid-Sim captures the bidirectional semantic similarity between two texts
and mitigates the influence of language differences, improving the ROUGE score. As
seen from lines 3 and 4, our model further improves the quality of the generated cross-
lingual summaries. We think that because contrast learning helps the model to focus on the
differences between languages it can better capture text bidirectional semantics.

4.5.3. Vector Space Mapping

Since the teacher and student models generate summaries in different languages, the
representation of two summaries lies on different vector spaces. To verify the rationality of
the vector space mapping method, we set the following variables on the En2ArSum dataset:
(1) GeoMM [29], (2) Gromov–Wasserstein (GW) [30],(3) ICP [31],(4) UMH (our model). The
experimental results are shown in Table 8.

Table 8. Results of ablation tests in vector space mapping.

Method ROUGE-1 ROUGE-2 ROUGE-3

GeoMM 34.72 15.48 23.07
GW 34.91 15.75 23.66
ICP 35.14 16.03 24.54

Our model 35.89 16.20 25.21

The analysis of the experimental results in Table 8 shows that the UMH method
maps vectors from different spaces to the same vector space better than other space vector
mapping methods. This is because the UMH method can maximize the quality of word
translation between languages when mapping each language into a common space.

4.6. Case Study

We take the example of a cross-lingual summary from English to Arabic. We compare
our model with three models. The results of the summaries generated by each model are
shown in Figure 6.

In Table 2, on the En2ArSum dataset, we choose two samples of high-quality sum-
maries generated by the baseline model. As can be seen, except for the MCLAS model
and [20], the other baseline models are missing keywords, e.g., “cooperation” in sample
1 and “traffic control” and “temporary” in sample 2. Our model and MCLAS can extract
most of the keywords. However, in sample 1, MCLAS generates the wrong person’s name.
Our model and [20] can extract keywords from text and generate text summaries with
complete semantics. Therefore, the quality of the summaries generated by our model is
competitive, even sometimes better than MCLAS regarding summary readability.
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Figure 6. Case studies of English-to-Arabic summarization (Nguyen, T et al. (2021) from the [20]).

5. Conclusions

This paper proposes a knowledge distillation model to construct strong correlations
between two languages with separate syntactic structures and vocabulary morphologies
in low-resource settings. We construct a monolingual teacher model and a cross-lingual
student model, respectively. The attention weight and word distribution from the teacher
model are transferred to the student model. Furthermore, we propose a similarity metric
based on contrast learning to estimate cross-lingual differences effectively. Extensive experi-
ments show that our approach has an improved accuracy and performance in low-resource
settings for languages with separate syntactic structures and vocabulary morphologies.

Our research addresses the challenges of cross-linguistic associations, especially by
enhancing the collaboration of editors in editing overseas reports. By providing relevant
experimental results demonstrating the effectiveness of our model in low-resource envi-
ronments, we aim to emphasize the great strides our approach has made in facilitating
effective multilingual collaboration. However, one potential weakness of our work is that it
may not perform as well in languages with more complex syntaxes and vocabularies. We
plan to attempt to address this issue in future research endeavors.
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