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Abstract: The data exchange according to communication protocols used in automation is often based
on registers (e.g., Modbus). Values of many variables can be sent in a single frame, provided that
they are placed in adjacent registers. If the required registers are not adjacent, it may sometimes be
advantageous to transmit more registers than required, along with redundant ones, to minimize the
number of frames and the total transmission time. The article analyzes the possibilities of improving
time parameters and determining the optimal grouping based on the arrangement of registers.
Various existing optimization approaches such as mixed integer linear programming, constraint
programming, and a tabu search are analyzed, and several new simple deterministic algorithms
(greedy or heuristic rule-based) are proposed. The results obtained were confirmed experimentally.
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1. Introduction

Communication in distributed automation systems usually uses dedicated indus-
trial networks [1]. These are field networks [2], and, in newer solutions, often industrial
Ethernet [3]. In the case of fieldbus networks, the solutions described in the IEC 61158 [4]
standard are typically used. There is also a tendency to increasingly use heterogeneous
architectures in industrial communication, integrating various types of networks [5], espe-
cially in large systems. However, small distributed automation systems are often still based
on a serial communication bus (e.g., RS-485) with a protocol such as Profibus or Modbus.
In particular, the open Modbus protocol is very popular among manufacturers of small
automation devices.

In such types of protocols, the data exchange is usually based on the transfer of regis-
ters containing the values of individual variables. The communication protocol typically
includes functions to write a single register (e.g., FC6 in Modbus) or multiple registers
(e.g., FC16 in Modbus), as well as read several registers (FC3, FC4 in Modbus). The transmis-
sion of multiple registers with a single message is usually much faster than the transmission
of such registers individually, due to additional time overheads introduced by header fields
of the frames. An important limitation during the multiple registers’ transmission is the
fact that only a group of adjacent registers may be transmitted together. For this reason, it
is sometimes beneficial to send multiple registers in one message, along with some unused
registers. The time overhead for the transmission of these redundant registers may be less
than the total transmission time of only the necessary registers by separate commands.

The appropriate design of the data exchange scheme can lead to better performance.
The idea of grouping registers has been previously described in several articles, briefly
presented in Section 2. However, the mentioned articles treat the problem selectively; they
usually focus on one protocol, e.g., Modbus, and a specific application, e.g., communication
between a PLC and an HMI panel. There is no general approach that is independent of
specific protocol and applications. Such a research challenge requires the development of a
formal, theoretical definition of the problem, which is achieved in this paper.
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It should also be noted that the selection of an optimal grouping is a computationally
complex issue. Theoretical considerations require subsequent experimental verification.
It is necessary to check the time required for an optimization algorithm to find a solution
before it can be applied in practice. The main motivation of this paper is to compare possible
optimization techniques in terms of their efficiency, results, and practical applicability. Such
an approach was also missing in previous articles. It is worth emphasizing that some of
the optimization algorithms, which do not require significant computational power, can
be used directly on the PLC, while others are suitable only for offline advance planning
on a PC. Our goal was to determine the theoretical and practical usefulness of various
optimization approaches, as well as their limits.

The contributions of this paper include the following:

• Formal definition of the problem;
• Development of a fast exact algorithm that can be applied to specific instances of the

problem, along with a formal proof of its correctness;
• Development of optimization models based on mathematical programming, namely

constraint programming (CP) and mixed-integer linear programming (MILP);
• Dedicated implementation of tabu search (TS) metaheuristic,
• Proposal of three new simple deterministic algorithms, namely the greedy (GR1, GR2)

and heuristic rule-based (HR);
• Experimental verification and comparison of the proposed approaches;
• Conclusions on the practical applicability of the analyzed optimization techniques.

The major novelty of this work is the generalized study of the register-based data trans-
fer as an optimization problem. The proposed approach does not restrict the consideration
to specific register arrangements, protocols, and applications. We introduced an original
comprehensive formal analysis of the problem along with a theoretical proof (Section 3),
and we provided optimization models, as well as proposed several new dedicated al-
gorithms (Section 4). We created a set of original benchmark instances and performed
extensive computational experiments (Section 5). Practical guidelines (Section 6) have been
derived from the results.

2. Related Work

Articles related to the topic of this paper include the performance analysis of register-
based field communication protocols, in particular Modbus, simulations, theoretical analy-
sis, and attempts to improve timing parameters, especially through register grouping.

2.1. Register Grouping

The concept of improving performance through various ways of grouping registers was
mentioned in articles [6–12]. The contributions of each one are briefly summarized below.

In [6], the improvement of the Modbus TCP data exchange between industrial equip-
ment and the HMI system was discussed. The article proposed a method to reduce the
update data time by grouping the required slave memory cells into blocks of an optimal
length requested via Modbus. Some experimental results of such an approach were also
presented and analyzed.

The analysis of the profitability of register grouping for PLC-HMI transmission in
Modbus RTU protocol was also described in [7,8] by one of the co-authors of this article.
However, the mentioned analysis was quite simple; only two groups of data registers were
considered and were separated by a number of redundant registers. In this paper, we con-
sider a more complex and general case with an arbitrary arrangement of multiple registers.

Găitan and Zagan, in their work [9,10], discussed the performance of Modbus com-
munication in various scenarios. They analyzed the impact of accessing multiple registers
with consecutive or separated addresses. The extension for the Modbus protocol was
also proposed, which provided a new, optimized message format. This extension was
experimentally tested, and the results were shown in [11].
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In [12], the comparative advantage algorithm for the Modbus protocol was proposed.
The message grouping algorithm is one of the therapeutic methods that can restore the
functionality of the communication system in the event of an overload of the communica-
tion bus.

2.2. Theoretical Analysis

Another group of related works concerns the theoretical analysis of the Modbus
protocol [13–15].

The formal specifications of the Modbus protocol (request and response messages)
can be found in [13]. The formal model was developed using PVS (a generic theorem
prover) and SAL (a toolset for the automatic analysis of state-transition systems). This can
be observed as the first step in the development of automated methods for systematic and
extensive testing of Modbus devices.

Another article [14] presented a time analysis of data exchange in distributed control
systems based on the wireless Ethernet network model and the appropriate Modbus
protocol. The control system operated in a real-time system, which was responsible for
processing periodic and continuous events. The transaction scenario was shown to have a
significant impact on the duration of the network cycle and the system response time.

A detailed analysis of the operation of communication networks in experimental
studies requires the appropriate tools. Such a tool for analyzing the response time and
scheduling of Modbus communication in RS-485 networks was proposed, e.g., in [15].
The response times of a set of messages were collected by a specialized Modbus device
and then sent to software where the analysis was performed. Such an approach might
lead to an improved performance in a variety of ways. One of them, presented in the
aforementioned article, involved the application of different scheduling algorithms. The ar-
ticle proposed a non-preemptive, blocking-free scheduling for networks that require the
periodic transmission of a set of independent, low jitter messages.

2.3. Performance Analysis

The final group of references concerns the performance analysis of industrial commu-
nication protocols [16–18].

In [16], a performance index was proposed to analyze the impact of data transfers
on the reliable operation of acquisition systems. The index evaluates the accuracy of the
sampling time, taking into account the effects of outliers, bias, and jitter.

The performance of the Modbus TCP protocol was also analyzed in [17]. The arti-
cle presented the results of simulation studies. The simulations were performed in the
NS-3 Network Simulator tool. The performance evaluation focused on the response time,
depending on the number of nodes and topology.

In [18], the performance of the Modbus TCP was compared with other industrial Eth-
ernet protocols. Analytic models of EtherCAT, Profinet IRT, Modbus TCP, and Ethernet/IP
were proposed to determine the minimum cycle time for each protocol, according to the
transmission delay, the network device latency, the propagation delay, the link capacity,
the payload, and the number of slaves.

3. Basics of Register-Based Data Transfer
3.1. Problem Statement

In this work, we consider the register-based data transfer problem, specified as follows:

1. There is a set of registers to be transferred, each is characterized by its address r ∈ N,
and these addresses are collected in the set R.

2. Each register can be either transferred separately or grouped with preceding and/or
following registers into a frame for the block transfer.

3. The transfer of a single register takes time µ.
4. The block transfer time depends on the span of the block, i.e., the transfer time of a

block F ⊆ R amounts to α(max (F)− min (F) + 1) + β.
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5. These are the following constraints on a problem–solution:

(a) Each register has to be transferred exactly once (separately or in a block);
(b) A block size cannot exceed a predefined upper limit s; if s = ∞, then the

constraint is omitted and a block can have any size;

6. The objective is to find a partition of the register set into separate and block transfers
that minimizes the total communication time.

According to the specification, any instance of the problem is characterized by the
parameters R, µ, α, β, and s.

Below, we provide concise formal definitions of the problem and its solution, which
are a reference for deriving all further optimization models and algorithms.

Definition 1. The register-based data transfer problem is defined by a tuple P = (R, s, µ, α, β),
s ∈ N∪ {∞}, R ⊂ N, µ, α, β ∈ R, where R contains the addresses of the registers to be transferred,
s is the maximum frame size, and µ is the duration of a single register transfer; meanwhile, k-register
block transfer time equals αk + β.

Definition 2. Let P = (R, s, µ, α, β) be a register-based data transfer problem. Its solution is
represented by a pair SP = (A, B), where

A ⊆ R, B =
N⋃

i=0
{[xi, yi]}, N ∈ N∪ {0}, xi, yi ∈ R, 0 < yi − xi < s,

subject to (
A ∪

⋃
I∈B

I

)
∩ R = R,

⋃
I∈B

A ∩ I = ∅,
⋃

I1,I2∈B
I1 ̸=I2

I1 ∩ I2 = ∅. (1)

The set A contains the addresses of the registers to be transferred separately, and the set B contains
the ranges of registers for the block transfer.

Note that condition (1) in Definition 2 asserts that each register from R is transferred
exactly once. The definition of the set B incorporates the constraint which restricts the span
of a block by s.

Given a problem P = (R, s, µ, α, β) and its solution SP = (A, B), a value of the time
function τ(P ,SP ) representing the total communication time can be calculated

τ(P ,SP ) = µ|A|+ ∑
[x,y]∈B

(
α(y − x + 1) + β

)
. (2)

The objective of the register-based data transfer problem is to find a solution minimiz-
ing the value of the function τ(P ,SP ).

3.2. Binary Solution Encoding

A solution can be equivalently represented by a binary sequence in which, by con-
vention, one represents the separation of consecutive registers, while zeros represent the
merging registers into a transfer block.

The notation s(X) will be used for a sequence arranging elements of a set X ⊂ N
in ascending order, namely s(X) = (xi)

n
i=1 with n = |X|, such that

⋃n
i=0{xi} = X and

xi < xi+1 for each i ∈ {1, . . . , n − 1}.
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Definition 3. Let SP = (A, B) be the solution of a problem P = (R, s, µ, α, β). Let n = |R| and
(ri)

n
i=1 = s(R). The sequence BSP = (bi)

n−1
i=1 , such that

bi =

{
0 if there exists [rp, rq] ∈ B such that p ≤ i < q,
1 otherwise,

will be referred to as a binary encoding of the solution SP .

The length of the binary encoding for a problem with n registers is equal to n − 1, so
there exists 2n−1 distinct solutions that have possibly different values of the time function.

3.3. Exemplary Problem Instance

To summarize all the details of the problem specification and solution encoding, we
will consider a simple instance of the problem with the parameters: µ = 7, α = 3, β = 2,
s = 4, R = {1, 2, 7, 8, 10, 11, 13, 15, 16, 19, 20, 21, 22, 23, 26, 28, 30, 33, 37, 40}.

Three different solutions to the problem instance are shown in Figure 1, namely the
best and the worst one, as well as some intermediate in terms of the value of the objective
function τ(P ,SP ). The solutions are not unique; there are more groupings with a given
maximum (a) or minimum (c) value of the objective function, and only examples of them
are presented. The figure shows that the binary encoding determines the points of splitting
into frames. As stated in Definition 3, a value of 0 in the encoding means that adjacent
registers will be transmitted together; a value of 1 means there is division into separate
frames. If a frame consists of one register, it belongs to the set A and is transferred in time
µ = 7. Otherwise, the frame spans over a block of k > 1 registers and belongs to the set B;
thus, its transfer takes the time αk + β, i.e., 3k + 2. The sum of transfer times of all frames
results in the value of the objective function τ(P ,SP ). In this particular example, the frame
size limit given by s = 4 is active in the best solution and prevents merging the registers
19. . . 23 into a single block. It is easy to check that such merging would have improved the
result a bit, decreasing the value of τ(P ,SP ) from 96 to 93.

The values of parameters of the exemplary problem instance are abstract for legibility.
In experiments presented in Section 5, realistic values specific to the Modbus RTU protocol
are used.

3.4. Easy Case

If the parameters of the problem meet particular conditions, a special simple solution
procedure can be used, as defined by the following theorem.

Theorem 1. Let P = (R, s, µ, α, β) be a problem with µ = α + β and s = ∞. Let n = |R| and
(ri)

n
i=1 = s(R). Set δ = β/α + 1. Construct a solution S∗

P in which the registers ri, ri+1 are
transferred in a common frame if ri+1 − ri < δ and in separate frames if ri+1 − ri > δ for each
i ∈ {1, . . . , n − 1}. The S∗

P solution is optimal.

Proof. Let SP be an arbitrary solution. Let B∗
SP =

(
b∗i
)n−1

i=1 and BSP = (bi)
n−1
i=1 be the bi-

nary encodings of the solutions S∗
P and SP , respectively. Set D =

{
k ∈ N | k < n, bk ̸= b∗k

}
.

Fix i ∈ D and consider the following two as complementary cases.
Case A: b∗i = 0 and bi = 1. In this case, the registers ri and ri+1 are transferred inside a

common frame in S∗
P and separately in SP . This common frame begins from some register

rp ≤ ri and finishes at some register rq ≥ ri+1, with the transfer time

t1 = α(rq − rp + 1) + β. (3)
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Figure 1. Solutions of an exemplary problem instance with: (a) the worst, (b) intermediate, and
(c) the best objective function value.

In the solution SP , this frame is replaced by two frames, namely from rp to ri and from
ri+1 to rq, hence their net transfer time

t2 =

{
µ if rp = ri

α(ri − rp + 1) + β otherwise

+

{
µ if rq = ri+i

α(rq − ri+1 + 1) + β otherwise
µ=α+β
=====

(
α(ri − rp + 1) + β

)
+
(
α(rq − ri+1 + 1) + β

)
= α(rq + ri − rp − ri+1 + 2) + 2β.

(4)

Set ∆A
i = t2 − t1 = α(ri − ri+1 + 1) + β, and note that ri+1 − ri ≤ δ, because ri and

ri+1 belong to the same frame in S∗
P ; therefore,

∆A
i = α

(
− (ri+1 − ri) + 1

)
+ β

≥ α(−δ + 1) + β = α
(
− (β/α + 1) + 1

)
+ β = 0.

(5)

Case B: b∗i = 1 and bi = 0. In this case, the registers ri and ri+1 are transferred
separately in S∗

P and commonly in SP . Hence, there exist registers rp ≤ ri and rq ≥ ri+1
such that the frames from rp to ri and from ri+1 to rq belong to S∗

P ; their counterpart in SP
is the frame from rp to rq. As a result, the values t1 and t2 from (3) and (4) swap, leading to
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∆B
i = t2 − t1 = α(ri+1 − ri − 1)− β. The registers ri and ri+1 belong to different frames in

S∗
P ; therefore, ri+1 − ri ≥ δ and

∆B
i = α

(
(ri+1 − ri)− 1

)
− β

≥ α(δ − 1)− β = α
(
(β/α + 1)− 1

)
− β = 0

(6)

Note that ∆A
i or ∆B

i specifies the change of time function value when a solution is
modified by toggling b∗i . Also note that ∆A

i and ∆B
i remain valid when recursively merging

many such changes for distinct i ∈ D, as the recursion may affect only the values of rp and
rq that are not present in (5) and (6). In particular, by merging the changes for all i ∈ D,
the solution S∗

P is transformed into SP , hence

τ(P ,SP ) = τ(P ,S∗
P ) + ∑

i∈D

{
∆A

i if b∗i = 0,
∆B

i if b∗i = 1.
(7)

Combining (5), (6), and (7), one obtains τ(P ,S∗
P ) ≤ τ(P ,SP ).

The solving procedure described in the statement of Theorem 1 is easy to implement
but, first of all, it has a low computational complexity. It involves n − 1 operations on
the register pairs (ri, ri+1), and every such operation does not depend on n; thus, the
overall time complexity is O(n). Having B∗

SP , one needs to calculate τ(P ,S∗
P ), which can

be performed using the algorithm from Algorithm 1, which also has the execution time
asymptotically proportional to n. Therefore, the overall optimization is relatively fast and
has the time complexity O(n).

Algorithm 1: Calculation of the time function value τ(P ,SP )

Data: P = (R, s, µ, α, β), n = |R|, (ri)
n
i=1 = s(R), (bi)

n−1
i=1 = BSP

Result: τ(P ,SP )

1 τ(P ,SP ) := 0
2 ρ := r1
3 for i := 1 to n do
4 if i = n or bi = 1 then
5 k := ri − ρ + 1
6 if k > s then return −1 end // exceeded max. frame size
7 if k = 1 then ∆ := µ else ∆ := αk + β end
8 τ(P ,SP ) := τ(P ,SP ) + ∆
9 if i < n then ρ := ri+1 end

10 end
11 end
12 return τ(P ,SP )

3.5. General Case

In a general case, if the assumptions from Theorem 1 are not satisfied, the easy and
fast solving procedure does not assert an optimal or even feasible solution. One can then
perform an exhaustive search of the whole solution space, but such an algorithm has the
impractical time complexity O(2n). Tests revealed that such a brute force approach is
useful for problems with |R| up to 30. . . 40, depending on CPU performance and optional
parallelization of processing. For example, the optimization time as a function of the
number of registers shown in Figure 2 has been obtained using Ryzen 9 3900X 12-Core
CPU (AMD, Santa Clara, USA) and single thread computation. It grows exponentially from
about 3 ms for |R| = 16 to about 1 h for |R| = 36.
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Figure 2. Exhaustive search optimization time as a function of the number of registers.

For larger instances, the exhaustive search is useless, and more advanced optimization
approaches are required. We have chosen two mathematical programming techniques,
namely MILP and constraint programming, which are widely used for hard optimization
problems. We have also implemented the tabu search metaheuristic which can often over-
perform mathematical programming solvers due to use of problem encoding dedicated
directly for a specific case [19,20]. Finally, we have developed deterministic algorithms
based on greedy or heuristic rules which are guided by locally defined optima rather than
the global objective function; hence, they may be less efficient at objective minimization,
but competitive in industrial applications due to simple implementation and low compu-
tational complexity. All the optimization approaches are described in detail in the next
section.

4. Optimization Approaches
4.1. Mixed Integer Linear Programming

The first optimization approach is based on mixed integer linear programming (MILP).
It is a well-known approach supported by many software tools.

The MILP model involves the following decision variables

• fi,j ∈ {0, 1}, (i, j) ∈ {1, . . . , n}2—equals 1 if, and only if, the register ri is transmitted
in the j-th frame;

• ui ∈ {0, 1}, i ∈ {1, . . . , n}—equals 1 if and only if the i-th frame is used, i.e., the total
number of frames is not less than i;

• li ∈ {0, 1}, i ∈ {1, . . . , n}—equals 1 if, and only if, the i-th frame contains exactly one
register;

• ri, ri ∈ {min (R), . . . , max (R)}, i ∈ {1, . . . , n}—the first and the last register, respec-
tively, transmitted inside the i-th frame;

• wi ∈ {0, . . . , s}, i ∈ {1, . . . , n}—the size of the i-th frame, i.e., the number of registers
it includes;

• ti ∈ [0, µn], i ∈ {1, . . . , n}—the time of transmission of the i-th frame.
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The goal is to minimize the objective function ∑n
i=1 ti subject to

n

∑
j=1

fi,j = 1, i ∈ {1, . . . , n}, (8)

rj ≤ ri + (1 − fi,j)M, (i, j) ∈ {1, . . . , n}2, (9)

rj ≥ ri − (1 − fi,j)M, (i, j) ∈ {1, . . . , n}2, (10)

wi ≥ ri − ri + 1, i ∈ {1, . . . , n}, (11)

wi ≤ s − li(s − 1), i ∈ {1, . . . , n}, (12)

ti ≥ (li + ui − 1)µ, i ∈ {1, . . . , n}, (13)

ti ≥ αwi + β − (li − ui + 1)µn, i ∈ {1, . . . , n}, (14)

ui+1 ≤ ui, i ∈ {1, . . . , n − 1}, (15)

ri+1 ≥ ri + 1, i ∈ {1, . . . , n − 1}, (16)

fi,j ≤ uj, (i, j) ∈ {1, . . . , n}2, (17)

wi ≤ uis, i ∈ {1, . . . , n}. (18)

The symbol M in (9) and (10) is a large enough constant, and the value M = max (R)−
min (R) + 1 is sufficient in practice. If s = ∞ in P , one should also use M instead of s in (12)
and (18).

Each register is assigned to exactly one frame (8). The lower and upper bounds of
the frames, i.e., ri and ri, are constrained by the registers assigned to them in (9) and (10).
Frame sizes are bounded from below by the assigned registers (11) and bounded from
above by 1 or s, according to the values of li (12). If the i-th frame includes one register
(ui = 1, li = 1), its time ti is forced to not be less than µ (13). Otherwise, if the frame
includes many registers (ui = 1, li = 0), the time value not less than αwi + β is forced (14).

The remaining constraints (15)–(18) are not necessary for model completeness; however,
they break the solution space symmetry or advise shortcut relationships between variables.
They have been experimentally confirmed to improve the optimization performance.

4.2. Constraint Programming

The constraint programming model uses binary decision variables bi ∈ {0, 1}, i ∈
{1, . . . , n}, which are direct elements of the binary solution encoding BSP from Definition 3.
Variables ri and ri are also used and defined identically to the previous section.

A few auxiliary decision expressions are defined for each i ∈ {1, . . . , n}

κi := 1 +
i−1

∑
j=1

bj, (19)

ωi := ri − ri + 1, (20)

εi :=

{
1 if ωi = 1,
0 otherwise,

γi :=

{
1 if ωi > 1,
0 otherwise.

(21)

The goal is to minimize the objective expression

f :=
n

∑
i=1

(
εiµ + γi(αwi + β)

)
(22)

subject to

r[κi ]
≤ ri, r[κi ]

≥ ri, i ∈ {1, . . . , n}, (23)

ωi ≤ s, i ∈ {1, . . . , n}. (24)
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The notation x[y] represents the dynamic selection of the y-th element of the sequence
x, where both y and the elements of x are decision variables or expressions. Such dynamic
indexing is commonly supported by constraint programming solvers, and thid has made it
possible to implement the problem in a more concise way compared to the MILP model.
According to (19), we have κi = k for i ∈ Ik = {p, . . . , q} ⊆ {1, . . . , n} such that the registers
{rp, . . . , rq} ⊆ R are to be transferred in the k-th consecutive frame. As a consequence,
the constraints (23) obtain the form rk ≤ ri and rk ≥ ri for i ∈ Ik, which implies that
the value rq − rp + 1 will be assigned to ωk, according to (20). There are expressions (20)
reserved for the maximum possible number of frames equal to n, but not all of them are
needed in a typical solution, and then κn < n. In such a case, no constraints are activated
for rk, rk with k > κn, according to (23). As a result, the solver can freely choose the rk
and rk values giving ωk ≤ 0 in (20), hence εk = γk = 0 in (21), and the k-th frame does
not contribute to (22). The maximum frame sizes are limited in (24), and these restrictions
should be removed if s = ∞.

4.3. Tabu Search

The tabu search is a quite popular metaheuristic that extends the basic local search
procedure. It has been introduced by Glover [21,22]. The main idea is to forbid visiting
solutions that have been checked recently. Such solutions are remembered using attributes
stored in the so-called tabu list. This tabu mechanism prevents the search for stacking in a
loop trajectory and generally enhances the exploratory ability of the algorithm. The tabu
search usually offers a relatively good performance despite a simple implementation. Its
advantage is also that the balance between speed and solution quality can be easily adjusted
by the design of a neighborhood structure. The tabu search algorithm implemented for the
register-based data transfer problem is characterized by the following details:

1. A solution is coded by binary encoding (Definition 3).
2. The binary encoding words are also used as tabu attributes stored in the tabu list.
3. The value of the objective function is calculated using the procedure from Algorithm 1.

Solutions with an exceeding frame length are dropped, so that the algorithm visits
only the feasible solutions.

4. The move, i.e., an elementary modification of a solution in the neighborhood, is
defined as toggling one bit of the binary encoding word.

5. The neighborhood consists of moves based on every encoding bit. In other words,
the solution represented by a binary encoding BSP = (bi)

n−1
i=1 has n − 1 neighbor

solutions in the set

N(BSP ) =
n−1⋃
j=1

{
(ci)

n−1
i=1 | ci = (1 − δi,j)bi + δi,j(1 − bi)

}
,

where δi,j is the Kronecker symbol.
6. The algorithm does not necessarily use the full neighborhood N(BSP ), but any of its

elements are accepted with the probability pTS and rejected otherwise. This improves
the stochastic nature of the search and supports escaping from loops, if the tabu
mechanism is insufficient.

7. The standard aspiration criterion is implemented, meaning that a new solution over-
performing the current global optimum is always accepted, even if it is forbidden by
the tabu list.

8. The initial solution is generated randomly.

The tabu search algorithm requires two configuration parameters to be set, which are
the probability of acceptance of a move pTS and the length of the tabu list lTS.
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4.4. Deterministic Algorithms

Three deterministic algorithms have also been implemented. They run very fast
compared to those previously presented, as their logic is based on simple rules.

The first algorithm Greedy 1 (GR1) merges registers in the largest possible frames.
Frames are split only if the maximum frame size is to be exceeded. The pseudocode of the
algorithm is given in Algorithm 2. A binary encoding with all merged registers is created
first (line 1). Then, consecutive registers are iterated (line 3), and the current frame is closed
(line 5) if it cannot be longer (line 4).

Algorithm 2: Pseudocode of algorithm GR1

1 for i := 1 to n − 1 do bi := 0 end
2 ρ := r1
3 for i := 1 to n − 1 do
4 if ri+1 − ρ + 1 > s then
5 bi := 1
6 ρ := ri+1
7 end
8 end
9 return (bi)

n−1
i=1

A quite similar algorithm, Greedy 2 (GR2) from Algorithm 3 was also developed.
In this case, however, frames are not split just before the length is exceeded, but the
algorithm traces back to the nearest gap between registers that is the largest in the current
frame (line 7). The largest gap size is stored in γ and its position in π (lines 4–5).

Algorithm 3: Pseudocode of algorithm GR2

1 for i := 1 to n − 1 do bi := 0 end
2 γ = 0 ; π = 0 ; i := 1 ; ρ := r1
3 while i < n do
4 g := ri+1 − ri − 1
5 if g ≥ γ then γ := g ; π := i end
6 if ri+1 − ρ + 1 > s then
7 bγ := 1
8 i := π ; ρ := ri+1 ; γ := 0
9 end

10 i := i + 1
11 end
12 return (bi)

n−1
i=1

The algorithm GR1 better minimizes the number of frames, while GR2 may generate
more frames, but they are split in better places. It is hard to predict in advance which one
will be better for a given problem instance, thus both may be applied and compared.

The algorithms GR1 and GR2 are suitable for the instances where registers are close
to each other enough and their merging is profitable. In general, a better strategy may
be to split registers if the gaps between them exceed some threshold. This threshold is
well defined only for special conditions established in Theorem 1; however, it can be
extrapolated heuristically for a general case. It leads to the third Heuristic Rule-based
(HR) algorithm. Its pseudocode is presented in Algorithm 4. First, the set Γ of all gap
values between registers is built (line 1). For each γ ∈ Γ (line 3), the algorithm constructs a
solution with frames divided between registers that have a gap not less than γ (lines 7–8).
However, there is no guarantee that these frames do not exceed the length limit. For that
reason, each of the frames including more than one register is additionally split (if needed)
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by the algorithm GR2 (line 9). For each constructed solution, the objective function value
is calculated (line 13) using the procedure from Algorithm 1. A solution minimizing the
objective is returned as the algorithm result (lines 14, 16).

Algorithm 4: Pseudocode of algorithm HR

1 Γ :=
{

ri+1 − ri − 1 | i ∈ {1, . . . , n − 1}
}

2 f ∗ := ∞
3 for γ ∈ Γ do
4 for i := 1 to n − 1 do bi := 0 end
5 π := 0
6 for i := 1 to n − 1 do
7 if ri+1 − ri − 1 ≥ γ then
8 bi := 1
9 if i − π > 1 then (bj)

i−1
j=π+1 := applyGR2

(
[rπ+1, ri]

)
end

10 π := i
11 end
12 end
13 f := calculateObjective

(
(bi)

n−1
i=1

)
14 if f < f ∗ then BSP := (bi)

n−1
i=1 ; f ∗ := f end

15 end
16 return BSP

5. Experimental Verification
5.1. Benchmark Instances

For computational experiments, six sets of benchmark instances were generated, each
of which having 10 instances. The instance parameters are based on the realistic case of
the Modbus RTU protocol. For this communication, a baud rate ν in bits per second is
defined. The logical unit of data is a byte that is physically transmitted as 9 bits; thus, its
transmission time is tb = 9000/ν ms. The Modbus RTU register consists of 2 bytes. One
register can be transferred in an individual transaction with total frame headers of 14 bytes
using the FC6 protocol function. Another function (FC16) makes it possible to transmit
multiple registers in one transaction; then, the headers have 17 bytes. The frames of any
transaction have to be separated by pauses of time 7tb. We assume also that any transaction
requires additional time tp = 20 ms for data processing on the transmitter and receiver
sides. According to this information, as the description of the problem P = (R, s, µ, α, β)
one obtains

µ = 2tb + 14tb + 7tb + tp = 207, 000/ν + 20,

α = 2tb = 18, 000/ν,

β = 17tb + 7tb + tp = 216, 000/ν + 20,

where the time unit is a millisecond.
The maximum Modbus RTU frame size is 255 bytes. The header of the output frame

of the FC16 function has 9 bytes. Therefore, the parameter s of P must satisfy the equation
9 + 2s = 255, resulting in s = 123.

In this way, all the parameters of the problem needed for computations are estab-
lished. Experiments have been conducted for five standard Modbus baud rates, namely
ν ∈ {9600; 19, 200; 38, 400; 57, 600; 115, 200}.

5.2. Optimization Tools

The MILP and constraint programming models were implemented and solved using
IBM CPLEX Optimization Studio [23,24]. The remaining algorithms were coded directly
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in the Java programming language. All computations were performed using a machine
with Ryzen 9 3900X 12-Core processor (AMD, Santa Clara, CA, USA) and 96 GB RAM.
The IBM CPLEX Optimization Studio solvers used multithreading to increase performance,
whereas other algorithms run in a single thread. The MILP and constraint programming
optimization were run with a 1000 s time limit for each benchmark instance. The tabu search
was run in two configurations for each instance: (a) once for 1000 s and (b) 100 times for
10 s. The tabu search was also run with an inverted optimization direction (maximization
of the objective function) to estimate the worst possible result for comparison. The tabu
search parameters were set to pTS = 0.5 and lTS = 104. The deterministic algorithms are
executed almost instantly for the considered benchmarks; thus, the time limits are irrelevant
for them.

5.3. Results

The practical usefulness of an exhaustive search ends at instances of 30. . . 40 registers,
due to the computation time. Among other methods, the MILP and CP optimization can
provide proofs of optimality (the equality of lower and upper bounds of the objective func-
tion), but this was not achieved in the tested cases. For this reason, a relative comparison of
the results was used, related to the smallest value of the objective function obtained by any
of the methods for a given instance (unless otherwise stated). This is how the term “[%] of
best objective value” should be understood. The exception is the case of 35 registers, where
the reference value is the optimal result obtained from the exhaustive search.

For the sake of brevity, in the descriptions of the graphs containing both the number
of registers and the transmission speed, this speed has been abbreviated with the letters
A–E for the baudrates 9600 to 115,200 bps, respectively.

Figure 3 shows the results obtained by the MILP, taking into account only the objective
function values below 140% of the best value, in order to improve readability. For the
smallest number of registers equal to 35, the results are favorable, practically identical to
the optimum (B–E) or close (A). For 100 registers, the objective function values deviate
from the best, but not more than 10%. For 200 registers, the results diverge dramatically
(many not visible in Figure 3), and for some of the instances, no result was obtained within
the 1000 s time limit. For instances with 300 or more registers, the MILP method never
provided any result within the time limit. The results indicate that the MILP application is
characterized by a high computational complexity and poor scalability with the number of
registers. This is the only method for which such a problem has been found; therefore, it
will be omitted from further listings as it is inadequate for the considered task.
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Figure 3. Results obtained by MILP optimization.



Electronics 2023, 12, 4917 14 of 22

Comparison of the results of all methods except MILP is shown in Figures 4–6, se-
quentially for each baud rate. The TS10×100_min points represent the best (smallest) value
of the objective function from 100 repetitions of a 10-s run of the TS algorithm for a given
instance. All other algorithms were run once, and marked points directly indicate their
results. Comparison of the graphs in Figures 4–6 shows that the relations between the
effectiveness of individual methods change as a function of the number of registers, but also
clearly as a function of the baud rate. This suggests the need for a closer analysis of these
dependencies, which will be conducted in the following paragraphs.
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In Figure 7, a summary of the communication times obtained for an example instance
(registers: 300, baudrate: 38,400 bps) is presented. Six optimization results are taken into
account, including the distribution of 100 repetitions of TS. These minimization results
were supplemented with the distribution of 10,000 results based on the random grouping
of registers and the maximum communication time value determined by the TS algorithm.
It can be observed that the minimization results, although varied, represent a narrow range
of values compared to the communication time of random clustering, and even more so
compared to the pessimistic solution. This indicates that without a dedicated optimization
process, one cannot count on a good result, and each of the proposed methods provides
a much better effect than a random grouping or even the best result from a large number
of such random groupings. For all other instances examined, the distribution of values is
similar to the one presented in Figure 7.
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Figure 7. Communication time comparison for R = 300, B = 38,400.
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In Figures 8–11, the results of the TS algorithm are shown. The distribution of the
relative values of the objective function is shown in the box plot in Figure 8. For each
combination of the number of registers and transfer speed, 100 repetitions of the algorithm,
10 s each, were performed for the first of 10 test instances. The graph shows that for
35 registers, the algorithm reliably provides the optimal solution in each execution. There
is also a trend of an increase in the deviation from the best value with the increase in the
number of registers and for a fixed number of registers with the increase in the transmission
speed. However, only in two cases (200 E, 400 E) does the median exceed 110%, while
no result exceeds 115%. To test whether it is worth extending the work time of the TS
algorithm, the times of the last improvement of the result for the algorithm running for
1000 s were determined. The distribution of the times obtained for the sets of all 10 instances
is shown in the box plot in Figure 9. In the case of 35 registers, the last improvement
leading to the optimal value (compare Figure 8) occurs practically immediately. As the
number of registers and transmission speed increases, it takes longer and longer to improve
the objective function, and the last updates also occur just before the timeout (1000 s),
although the median never exceeds 3 min. However, late improvement in the objective
function is rare, which is confirmed by Figure 10, which shows the distribution of times
when the objective function value is below 101% for the first time. Exemplary TS algorithm
convergence graphs for instances differing in the number of registers (100 vs. 500) are
shown in Figure 11. Subsequent results obtained by TS instances are marked with dots
of the same color, connected by a dashed line. Different colors represent distinct TS
instances started from random initial solutions. Values above 102% have been omitted
for readability. The graph shows that the objective function reaches approximately 101%
almost immediately, i.e., 1% above the final value, and only further improvement requires
a longer time, especially for a large number of registers.

3
5

 A
3

5
 B

3
5

 C
3

5
 D

3
5

 E
1

0
0

 A
1

0
0

 B
1

0
0

 C
1

0
0

 D
1

0
0

 E
2

0
0

 A
2

0
0

 B
2

0
0

 C
2

0
0

 D
2

0
0

 E
3

0
0

 A
3

0
0

 B
3

0
0

 C
3

0
0

 D
3

0
0

 E
4

0
0

 A
4

0
0

 B
4

0
0

 C
4

0
0

 D
4

0
0

 E
5

0
0

 A
5

0
0

 B
5

0
0

 C
5

0
0

 D
5

0
0

 E

no. registers and baud rate

100

102

104

106

108

110

112

114

[%
] 

o
f 

b
e

s
t 

o
b

je
c
ti
v
e

 v
a

lu
e

Figure 8. Best results obtained by tabu search (single instance).
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Figure 9. Time of last improvement achieved by tabu search.
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Figure 10. Time up to 1% gap of tabu search.

For the selected test instance, the dependence of the objective function in the heuristic
method on the register division threshold is shown in Figure 12. When the threshold is
small, there are too often divisions into separately transmitted groups, which significantly
extends the communication time. However, when the threshold is too large, additional
divisions occur due to the frame size limitation that is not necessarily located in the largest
gaps between registers, and also slightly worsens the solution. As expected, the minimum
is between the extreme thresholds of the division. An analogous regularity occurs for all
other examined instances of the problem.
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Since the results presented in Figures 4–6 do not indicate a clear advantage of any
particular method, they were additionally compared using the matrices shown in Figure 13.
All matrices, except for the last one, specify for how many out of 10 instances a given
method provided the best results. The most effective for the adopted comparative criterion
turned out to be the TS algorithm performed 100 times for 10 s. In particular, it can be
observed that such a multiple start is much more advantageous than one continuous TS
execution in the equivalent time of 1000 s for cases with a large number of registers and a
high transfer rate. Simple deterministic algorithms (HR, GR1, GR2) turned out to be weaker
for the adopted criterion. In particular, GR2 did not provide the best solution for any of
the instances. For this reason, in order to omit the trivial plot, the last matrix contains a
comparison of GR1 and GR2 by indicating the number of instances for which GR2 was
better than GR1. It turns out that GR2 gives better results than GR1 for cases with a slow
transfer rate.
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Figure 13. Performance comparison.

The poor performance of the deterministic algorithms leads to the question whether
such algorithms would be useful in practice. Certainly, they are relatively ineffective in
obtaining the best solutions that are as close as possible to the global optimum. However,
if the deviation from the best results of other methods is not too big, maybe it is worth using
them due to the simple implementation and very fast operation. It is worth asking whether
the result will be satisfactory if all three algorithms (HR, GR1, GR2) are implemented and
executed, and then the best of the three results is selected. The answer is indicated by the
graphs in Figure 14, showing the distribution by the number of registers and transfer rate
(left), and the histogram distribution (right) for the result which is the minimum of the
objective function values obtained by HR, GR1 and GR2. In most cases, the result does not
exceed the minimum value by 5%, which in practice may be sufficient.
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Figure 14. Net performance of deterministic algorithms: HR, GR1, and GR2.

6. Conclusions

The problem of communication time minimization in industrial automation systems
has been considered in this work. The proposed solutions are intended for systems with
the register-based data transfer, which is characteristic of many fieldbus networks. In this
form of communication, each register can be transferred, either separately or in a larger
continuous block. In the former case, there is a relatively large overhead of a frame size
(header, address, etc.) compared to the raw register transfer time. In the latter case,
redundant registers from the continuous block have to be transferred, wasting transmission
time. It is an optimization problem to determine a partition into separate registers and their
blocks, which minimizes the total communication time. According to related works, this
problem has not been considered so far, except for in much simpler cases, e.g., with only
two groups of registers. In this study, a general form of the register-based data transfer has
been formulated, and a comprehensive set of optimization approaches has been developed
and tested.

Much work was applied to validate the results obtained. A multilevel internal valida-
tion was applied. On the lowest level, small problem instances (like the one in Figure 1)
were solved both by hand and by the algorithms, and equivalency was confirmed. Then,
the results of an exhaustive search were successfully confronted with the results of other
methods; in particular, the TS and CP methods typically find the global optimum for the
instances with 35 registers, as expected. Finally, the results of all the approaches are consis-
tent even for large problem instances (see e.g., Figure 7). There is also one negative finding
of the validation; namely, we discovered the MILP-based optimization to be highly ineffi-
cient in our problem. A separate thread concerns the formulation of the fast optimization
procedure for specific problem parameters, where the validity is based on mathematical
rigor. The external validity is mainly based on two pillars. First, the addressed Modbus
RTU protocol is deterministic; thus, the real-world communication timing has to conform
to the results of the calculations. Second, the problem formulation assumes a flexible
parameterization; thus, it is adaptable to virtually any Modbus configuration (baud rate,
serial port settings, and interframe gap) and also to other protocols with the register-based
data transfer.

The computational complexity of the problem was taken into account. The introduc-
tion of binary solution encoding revealed that a dedicated exhaustive search algorithm has
a time complexity of the order O(2n), where n = |R|. Therefore, this algorithm cannot be
useful for larger problem instances, but we have experimentally checked that it may be
sufficient if the number of registers does not exceed 35. . . 40. We have also isolated a special
easy case under conditions µ = α + β and s = ∞, for which a linear time exact algorithm
exists. Theorem 1 specifies details of this case along with the related solving procedure.
However, the most attention was devoted to a general case for which we cannot find any
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fast and exact algorithm. Several approaches that were well suited for hard optimization
problems were implemented and examined: MILP (mixed integer linear programming), CP
(constraint programming), TS (tabu search), and three rule-based deterministic algorithms
(GR1, GR2, HR). The methods based on MILP, CP, and TS are guided by the global objec-
tive function; however, their divergence may be too slow in practice. On the other hand,
the algorithms GR1, GR2, and HR use local optima for decision making, and they may be
less exact but work much faster. Therefore, we have performed extensive experimental
verification and comparison of the approaches.

The practical usefulness of the considered problem solutions are supported by the
observation that the total communication time can significantly depend on the partition
of the registers. For instance, the minimized objective function value is many times less
than for the randomly generated partitions in the case presented in Figure 7. As a result
of the research, on the one hand, a practitioner obtains models and tools for an off-line
communication analysis, as well as fast algorithms that are implementable on industrial
controllers, on the other hand. We have not found a universal algorithm that always
provides the best result in the shortest time. The practical guidelines explaining the
applicability and limitations of the examined optimization approaches are as follows:

• The exhaustive search algorithm can be practically useful, but only for problems with
up to 30. . . 40 registers;

• An optimal solution can be constructed by a simple linear time algorithm described
in the statement of Theorem 1, if the parameters of a problem instance meet the
conditions µ = α + β and s = ∞;

• MILP is ineffective for the considered problem. For a large number of registers, it is
unable to find a solution in a reasonable time;

• The constraint programming (CP) provides better results for high transmission speeds,
and the tabu search (TS) for low transmission speeds;

• It is more beneficial to run TS multiple times for a short time, with different random
initial values, than to run it once for a longer time;

• CP and TS algorithms require significant computing power. They can be run on a PC,
but not on a PLC;

• The proposed deterministic algorithms (greedy or heuristic) provide slightly worse
results than CP and TS, but they require little computing power, so they can be
implemented on a PLC;

• In some applications, the ability to quickly find a suboptimal solution on the PLC,
which is slightly worse than the unknown optimal solution, will be sufficient.

We identify a few directions for future work. New optimization approaches can be
developed, and research can be more focused on specific groups of approaches, e.g., nature-
inspired algorithms or approximation algorithms. The implementation of the proposed
algorithms in industrial controllers and their verification in real-world conditions is another
direction. One can also extend the formulation of the problem considered in this work by
additional elements that are important in practice.
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