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Abstract: In response to the susceptibility of federated learning, which is based on a distributed
training structure, to byzantine poisoning attacks from malicious clients, resulting in issues such as
slowed or disrupted model convergence and reduced model accuracy, we propose a robust aggre-
gation technique for defending against byzantine poisoning attacks in federated learning, known
as FLRAM. First, we employ isolation forest and an improved density-based clustering algorithm
to detect anomalies in the amplitudes and symbols of client local gradients, effectively filtering out
gradients with large magnitude and angular deviation variations. Subsequently, we construct a
credibility matrix based on the filtered subset of gradients to evaluate the trustworthiness of each
local gradient. Using this credibility score, we further select gradients with higher trustworthiness.
Finally, we aggregate the filtered gradients to obtain the global gradient, which is then used to update
the global model. The experimental findings show that our proposed approach achieves strong
defense performance without compromising FedAvg accuracy. Furthermore, it exhibits superior
robustness compared to existing solutions.

Keywords: federated learning; byzantine attacks; anomaly detection; credibility score

1. Introduction

In recent years, with the advancement of machine learning technology, a quantum
leap in computational capabilities, and the deepening of research in big data, artificial
intelligence has entered its third era of research renaissance. Machine learning has not only
witnessed rapid progress, but has also permeated different sectors, playing an important
role. However, in order to build exceptional machine learning models, it is necessary
to extract critical information from a large amount of meaningful data. This undoubt-
edly amplifies the complexities associated with data sharing and integration, imposing
novel demands on the facets of data sharing and fusion. Simultaneously, as societies
progressively emphasize individual privacy, governments worldwide intensify regula-
tory efforts to ensure the rightful protection of user privacy. Consequently, aversion of
privacy breaches during data integration and sharing has emerged as a current focal
point of research.

Federated learning [1] as an emerging distributed machine learning approach exhibits
outstanding privacy protection capabilities, effectively addressing numerous issues aris-
ing from data integration. Unlike traditional machine learning, federated learning can
construct a global model without the need for data to leave the local environment and
subsequently distribute the constructed model to participating parties. This approach
circumvents the leakage of raw data and greatly ensures the data security of each partic-
ipating party [2]. However, existing research indicates that federated learning still faces
certain security vulnerabilities. Attackers can exploit the distributed nature of federated
learning to launch byzantine poisoning attacks [3] on local data or models involved in
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training. By uploading tampered local model gradients, they can contaminate the global
model, not only undermining the convergence performance of the global model, but also
potentially causing a significant drop in model accuracy. This byzantine poisoning attack
threatens model integrity, undermines the interests of participants, and poses challenges to
the overall reliability of federated learning.

To address this issue, we propose a robust aggregation technique for defending
against byzantine poisoning attacks in federated learning named FLRAM. Existing robust
aggregation methods in federated learning typically employ a set of strategies during
the client model gradient uploading phase, such as gradient median estimation, distance
detection, and clipping transformations [4], to filter out benign clients that positively
influence the convergence of the global model. However, our approach differs in that
it employs isolation forests and improved DBSCAN techniques for anomaly detection,
specifically targeting the magnitudes and signs of the gradients uploaded by clients, to
identify and exclude malicious clients that may detrimentally impact the convergence
performance of the global model or affect model accuracy. Subsequently, a credibility
matrix is constructed, and benign clients with higher credibility scores are selected to
participate in model training. It is worth noting that whether it is model poisoning or data
poisoning, both can directly or indirectly result in changes in model gradients. Therefore, if
a client’s model gradient exhibits anomalies, it implies that the client is either an abnormal
client or has already been subjected to a poisoning attack.

The main contributions of this paper are as follows:

• This paper proposes a federated learning robust aggregation method, FLRAM, de-
signed to counter byzantine poisoning attacks. FLRAM employs anomaly gradient
detection to filter out abnormal clients and selectively aggregates models from clients
with higher credibility scores, enhancing model aggregation robustness.

• This paper introduces an improved DBSCAN algorithm for clustering gradient signs
to enhance the accuracy of abnormal gradient identification. Additionally, by con-
structing a credibility matrix, we effectively assess the trustworthiness of each client,
further bolstering the model’s robustness.

• We theoretically prove the convergence properties of the proposed method and con-
duct experimental validations. The experimental results demonstrate that the pro-
posed approach not only ensures model accuracy, but also exhibits outstanding defense
performance, effectively enhancing the robustness of the federated learning system.

2. Related Work

As federated learning gains widespread adoption in practical applications, its training
security garners significant attention [5,6]. In federated learning, byzantine poisoning at-
tacks refer to malicious participants tampering with model parameters or injecting harmful
data to undermine the integrity and credibility of federated learning, thereby compromising
its security. Given the substantial disruptive potential of byzantine poisoning attacks in
federated learning, they have emerged as a focal point of current research efforts [7]. In
addition, throughout this paper, subsequent references to poisoning attacks are denoted as
Byzantine poisoning attacks.

In response to poisoning attacks, researchers have actively explored and proposed
various defense strategies and techniques, and these defense schemes can be summarized
into two broad categories: passive and active defense. Active defense aims at detecting and
mitigating the risk in advance before the FL framework is affected, while passive defense
aims at remediating and mitigating the impact when the attack has already occurred [8].
More specifically, the passive defense strategy usually involves the central server perform-
ing a statistical characterization of the uploaded local models after an attack has occurred
and designing the appropriate aggregation method. During the aggregation process, the
central server eliminates model parameters that may be subject to poisoning attacks to
improve the performance of the global model [9–13]. For instance, Yin et al. [9] introduced
the Trimmed Mean, which accomplishes model aggregation by excluding the maximum
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and minimum values from a specified number of model parameters and computing the
mean of the remaining ones. Blanchard et al. [10] proposed Multi-Krum, which selects
multiple most similar model parameters based on Euclidean distance and calculates their
mean for model aggregation. Guerraoui et al. [11] presented Bulyan, which identifies and
eliminates outlier clients significantly affecting the outcome by comparing the contributions
of each client to the aggregation process, followed by aggregating the model parameters of
the remaining clients. Luis et al. [12] proposed AFA, which calculates the weighted average
of collected model parameters, computes the cosine similarity between this weighted aver-
age and the model parameters of each participant, and then combines the mean, median,
and standard deviation of cosine similarities to eliminate exceptional poisoned models.
Tolpegin et al. [13] extracted model parameters related to specific data labels and employed
principal component analysis to reduce the dimensionality of high-dimensional model
parameters. This approach is used to exclude malicious model updates and effectively
aggregate normal model updates. However, in passive defense, the use of traditional
statistical feature analysis may introduce potential biases, as some poisoned models may be
skillfully designed to exhibit statistical features similar to those of normal models, aiming
to circumvent detection by aggregation methods and thereby pollute the global model.

In contrast to passive defense, active defense methods employ proactive strategies
to address poisoning attacks in federated learning in advance. Their key focus lies in
the ability to detect potential malicious models promptly and exclude them to ensure
the security and reliability of the global model [14–18]. In this approach, the perfor-
mance of the local model is detected to exclude the malicious poison model, which has
become a new trend of poisoning attack defense in federated learning. For instance,
Bilgin et al. [14] directly calculated the similarity between model parameters of different
participants, thereby assessing local model performance through the comparison of sim-
ilarities and differences in local model parameters to detect potential malicious models.
Liu et al. [15] proposed CoLA, which constructs a contrastive self-supervised learning
task to learn model representations. They utilized the learned embeddings to compute
anomaly scores for each local model. Subsequently, by analyzing these anomaly scores,
they assessed model performance and eliminated exceptional models. Zhang et al. [16]
introduced FLDetector, which predicts each client’s local model updates using Cauchy’s
mean value theorem and the L-BFGS method. When a model update received from a
client is inconsistent with the predicted local model update, it is considered an exceptional
update and is removed. Zhao et al. [17] utilized generative adversarial networks to create
an audit dataset on the server to evaluate the accuracy of participants’ models. If a partici-
pant’s local model accuracy falls below a preset threshold, it is considered an exceptional
model. Zhu et al. [18] proposed MANDERA, which transforms local model updates from
numerical gradient values to the ranking space, evaluating model performance within the
ranking space. This process results in a credibility matrix that conforms to the ranking
distribution. Subsequently, the method then detects clients with low credibility rankings
and excludes them. However, most of the aforementioned active defense methods rely
on the assumption of identically distributed data (IID) distribution. Additionally, during
anomaly detection, some benign clients may be mistakenly identified as anomalies and ex-
cluded, thereby impacting the accuracy of the global model. Therefore, this paper employs
effective active defense methods for detecting abnormal models and introduces reputation
statistical analysis to screen participants, aiming to minimize the inadvertent exclusion of
benign clients due to their characteristics or external factors. Furthermore, the proposed
method is adaptable to scenarios where real-world data distributions deviate from the IID
assumption, allowing for greater applicability across various settings.

3. Basic Theory
3.1. Federated Learning Aggregation Mechanism

The aggregation mechanism in federated learning is a method used to combine partici-
pant model updates and generate a global model. In federated learning, where participants
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protect the privacy of their local data and do not directly share model parameters, this
aggregation mechanism becomes crucial for effectively integrating model updates scattered
across different participants. FedAvg is the most commonly used aggregation mecha-
nism in federated learning; however, it lacks sufficient robustness and has limited defense
capabilities against external attacks. Therefore, federated learning urgently needs a ro-
bust aggregation strategy to enhance its security defenses. Below are several common
gradient-based federated learning robust aggregation mechanisms.

Krum [10]: Select one gradient from the input gradient set that is closest to the squared
Euclidean norm space of n-m-2 neighboring gradients as the global gradient. It can be
expressed as ḡ = arg min

gi

∑
gj∈Ωj,n−m−2

||gi − gj||22, where Ωj,n−m−2 represents a set of n-m-2

gradients closest to gradient gj, n is the total number of gradients, and m is the number of
malicious gradients.

Trimmed Mean [9]: Sort the values along the jth dimension of all input gradients, then
remove the m largest and smallest values, and calculate the average of the remaining values
as the aggregation for dimension j. The aggregated value for dimension j of the gradient is
expressed as v̄ = 1

n−2m ∑
i∈Uj

(gi)j, where j ∈ [d], Uj represents the indices of the closest n-2m

values to the median, and d is the dimensionality of the gradient.
RSA [19]: Perturb all input gradients along their directions, meaning each gradient

value is augmented by a perturbation equal to the sign of the difference between the
gradient itself and the global gradient. It can be expressed as gi = gi + λsign(gi − ḡ),
where λ represents the regularization term, and then the perturbed gradients are averaged
to obtain the global gradient.

FLTrust [20]: Calculate the directional similarity between all input gradients and the
global gradient using cosine similarity and obtain trust scores through ReLU function

clipping. It can be expressed as TS(gi) = Re LU(
〈gi ,g0〉
||gi ||·||g0||

). Subsequently, normalize each
local gradient to maintain a certain magnitude relative to the global gradient. Finally,
employ trust scores to weigh and aggregate the normalized local gradients to obtain the
global gradient. It can be expressed as ḡ = 1

∑n
i=1 TS(gi)

∑n
i=1 TS(gi) ·

||g0||
||gi ||

gi, where g0 denotes
the global gradient from the previous iteration.

3.2. Isolated Forest

Isolated Forest (iForest) is an unsupervised learning technique for detecting
anomalies [21]. Its central concept is to analyze the degree of isolation of samples in
the feature space in order to establish their anomalous status. Specifically, it employs a
binary tree structure to isolate samples. Given that anomalous samples often exhibit sparse
distributions and are distant from regions of higher data density, this enables the swift
identification and isolation of anomalous samples within the tree structure.

The process of anomaly detection using Isolated Forest consists of two phases. The
first phase is the training phase, where we construct a forest composed of t isolation trees.
Initially, a random sample of ϕ data points from the given dataset X = x1, x2, ..., xn is
placed at the root node. Then, a random dimension is chosen, and a splitting point p is
randomly generated within the current data range, such that min<p<max, where min and
max represent the minimum and maximum values in the current data. Subsequently, the
current data space is divided into two subspaces using the splitting point p. Data points
with values less than p in the specified dimension are placed in the left subspace, while
those greater than or equal to p are placed in the right subspace. This process is repeated
recursively until |X| = 1 or the height of the isolation tree reaches a predefined limit, at
which point a single isolation tree is fully constructed. This entire process is iterated until a
total of t isolation trees are successfully constructed.

The second phase, known as the prediction phase, involves iterating over each data
point xi. For each data point, we traverse each isolation tree in the Isolated Forest. We
calculate the average path length E[h(xi)] of the data point within the Isolated Forest.
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Subsequently, we normalize the average path lengths of all points and compute the anomaly
score for each point using the following formula:

s(x, ϕ) = 2−
E[h(x)]

c(ϕ)
, (1)

where
c(ϕ) = 2H(ϕ− 1)− 2(ϕ− 1)/ϕ, (2)

H(ϕ) = ln(ϕ) + ζ, where ζ is the Euler constant. Regarding anomaly scores, the
higher their values, the more likely a data point is to be isolated. Therefore, data points
with higher anomaly scores are considered anomalies, completing the anomaly detection
process using the Isolated Forest.

3.3. DBSCAN

DBSCAN is an unsupervised density-based clustering algorithm [22] capable of dis-
covering clusters of arbitrary shapes in feature spaces that may contain noisy samples.
This algorithm employs parameters (ε, MinPts) to characterize the distribution of samples
within neighborhoods, where ε represents the neighborhood radius and MinPts denotes
the threshold for the number of samples in the neighborhood of a given sample, which are
at a distance of ε or less. For any sample point xj ∈ D (where D is the sample set), if its
neighborhood Nε(xj) = dis(xi, xj) ≤ ε (xi ∈ D) contains at least MinPts samples, then xj is
considered a core point. Here, dis(�) represents the Euclidean distance. If xj is not a core
point but lies within the neighborhood of some core point, it is classified as a border point.
Any point that is neither a core point nor a border point is regarded as a noise point.

The distance relationships between data points can be categorized as density-reachable,
density-reachable, density-connected, and non-density-connected. If a sample point xi
is within the ε-neighborhood of xj, and xj is a core object, then xi is said to be density-
reachable from xj. If there exists a sequence of sample points xi, xi+1, ..., xj−1, xj such
that xi+1 is density-reachable from xi, ..., and xj is density-reachable from xj−1, then xj is
considered density-reachable from xi. If there exists a core sample point xk such that both
xi and xj are density-reachable from xk, then xi and xj are considered density-connected.
If sample points xi and xj do not share a density-connected relationship, they are termed
non-density-connected.

4. Problem Description
4.1. Problem Definition

The federated learning system consists of a centssral server and K clients, where each
client possesses a local training dataset Di, i = 1, 2, ..., K. D =

⋃K
i=1 Di represents the data

involved in the training. The collective objective of all clients is to collaboratively train a
shared global model w∗ under the coordination of the central server. The optimal global
model is denoted as

w∗ = arg min
w

{F(w, D) ,
1
K

K

∑
i=1

F(wi, Di)}. (3)

Each client conducts local training to address the following optimization problem:

min
wi

F(wi, Di) = min
wi

1
|Di|

|Di |

∑
j=1

ξ(wi, Di), (4)

where |Di| denotes the training data quantity for client i, and ξ(�) represents the loss
function. After completing local training, clients send their local gradients to the central
server, considering the presence of a certain number of anomalous (malicious) clients who
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may send arbitrary gradient information gm to the central server. Therefore, the local
gradient can be expressed as

gi =

{
∇Fi(w; D) Benign client

gm Malicious client
, (5)

where∇Fi(w; D) represents the local gradient sent by normal (benign) clients. Subsequently,
the server aggregates the collected gradient information to obtain the global gradient, which
is then utilized to update the global model.

wt+1 = wt − ηtGAR{gi,t}, (6)

where ηt represents the learning rate for the tth iteration, GAR stands for the Gradient-
based aggregation rules. The objective of the paper is to formulate an appropriate GAR to
defend against poisoning attacks by malicious clients.

4.2. Attack Model

During the training process in federated learning, malicious clients can tamper with
local model parameters or inject malicious samples into local data to corrupt model pa-
rameters. These malicious clients can exert control over other clients and compromise the
models and data within the clients. They can freely send their local gradients to the central
server and selectively participate in each round of global gradient update iterations. These
malicious clients may collaborate to undermine the integrity of the model. However, it is
assumed that the number of malicious clients, denoted as C, does not exceed half of the
total number of clients participating in training, i.e., C < K/2. These malicious clients may
or may not be aware of the aggregation rules employed by the central server; those who
know the aggregation rules are considered strong adversaries, while others are considered
weak adversaries.

4.3. Defensive Target

In federated learning, to effectively defend against poisoning attacks, robust aggrega-
tion methods should fulfill the following key objectives:

(1) Fidelity: Ensure that the accuracy of the globally aggregated model after aggregation
remains close to the accuracy of the model obtained through FedAvg in the absence
of attacks.

(2) Robustness: The globally aggregated model should maintain a high level of accuracy
even when multiple malicious clients engage in poisoning attacks simultaneously, or
when certain malicious clients conduct strong poisoning attacks.

(3) Reliability: The defense performance against different datasets and various poisoning
attacks should exhibit stability. The aggregation method should apply to a general
attack model and not be susceptible to a specific type of attack that causes a rapid
deterioration in model performance.

5. FLRAM Frame
5.1. Method Overview

To effectively defend against poisoning attacks during the federated learning training
process, this paper proposes a federated learning robust aggregation method for defense,
as illustrated in Figure 1. Here, gm represents the gradients uploaded by malicious clients,
and g denotes the gradients uploaded by benign clients. After collecting local gradients,
the central server employs an isolation forest for anomaly detection based on gradient
amplitudes and employs an enhanced DBSCAN algorithm for clustering based on gradient
symbols to filter out anomalous gradient sets. Subsequently, a credibility matrix is con-
structed based on this subset of gradients, and trusted gradient sets are further selected
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based on their credibility scores. Finally, these filtered gradient sets are simply averaged to
form the global gradient.

Grads
collection

Local 
Grad Set

Amplitudes Symbols

Isolated
Forest

IDBSCAN

Credibility 
matrix

Trusted 
Grad Set

Global
Grad

Anomalous
Grad Set

gm g g gm g

Malicious Client

Benign Client

Central Server

GAR

Norm Sign

Local Grads Global Grad

SubSet SubSet

Score

M
e
a
n

Local Data

Figure 1. FLRAM Process.

5.2. Method Design

FLRAM is primarily divided into three major components, aiming to achieve robust
defense aggregation against poisoning attacks in federated learning. These three core
stages are Anomalous Gradient Detection, Credibility Assessment, and Global Gradient
Aggregation. Each of these is introduced in detail below.

5.2.1. Anomaly Gradient Detection

During the training process in federated learning, some malicious clients may employ
various interference techniques to disrupt the model training. These interference methods
include adding random noise to their uploaded local gradients (distinct from the noise
addition in differential privacy, which aims to prevent the leakage of specific individual
data in global model training), or altering the direction of gradient signs. The gradients
with added noise significantly differ numerically from normal gradients, which can slow
down the convergence speed of the model. In addition, reversing the gradient signs leads
to the model training deviating from its regular convergence path, potentially causing
training to fail to achieve the expected convergence results.

To prevent malicious clients from affecting the training results by modifying gradient
amplitudes, some current defense strategies [23,24] employ gradient clipping to correct
the gradient amplitudes and reduce the interference of malicious gradients with the global
gradient. However, clipped gradients may not fully convey the updated information from
benign clients, diminishing their contribution to model aggregation and potentially slowing
down model convergence. Therefore, rather than modifying amplitudes, this paper uses
the isolation forest algorithm for anomaly detection on gradient amplitudes, identifying
and removing anomalous gradients to reduce their impact on the global gradient. The
steps are as follows:

(1) Compute the norm of the local gradient uploaded by each client, then input it into
the isolation forest model. Calculate the anomaly score for each local gradient norm
based on the average path length of the trees as follows:

Si = 2−
E[h(||gi ||

2
2)]

c(ϕ) , (7)
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where c(ϕ) can be obtained from Equation (2). The range of Si is (0,1), where Si
approaching one indicates a higher degree of gradient anomaly, and Si approaching
zero indicates a lower degree of gradient anomaly.

(2) Calculate the dynamic anomaly score threshold γ. Compute the anomaly scores for
all local gradients, and then use the percentile rank of sorted anomaly score values as
the anomaly score threshold. It can be expressed as

γ =


S⌊ C(K+1)

K

⌋
+1

C(K+1)
K 6∈ Z

1
2 (S

⌊
C(K+1)

K

⌋ + S⌊ C(K+1)
K

⌋
+1

) C(K+1)
K ∈ Z

, (8)

where C represents the estimated number of anomalous clients, and K denotes the
total number of clients. Under the assumptions we made, the valid range for C is in
the interval

[
1, K

2

)
. At the outset of model training, we collect all local gradients and

initialize the value of C to K
2 . Subsequently, during the training process, the value

of C is dynamically adjusted to ensure the effective identification of gradients with
significant size deviations by the isolation forest detection.

(3) Determine the degree of anomaly for each gradient based on the anomaly score
threshold γ. When Si ≤ γ, the gradient is labeled as normal, and when Si > γ, label
it as an anomalous gradient. Subsequently, collect all the benign gradients and store
them in a candidate subset Ω1.

Due to the effectiveness of gradient amplitude anomaly detection in addressing vari-
ations in gradient numerical values, when certain outlier clients perturb only a portion
of the signs of their local gradients while ensuring that the magnitude of the gradients
remains unchanged, relying solely on anomaly detection of gradient magnitudes may not
yield satisfactory results. As a result, clustering methods are used to detect abnormalities
in gradient signs in order to alleviate the issue of gradient angle deviation produced by
malevolent clients’ partial sign perturbations. In the current literature, researchers often
use variants of DBSCAN for clustering local gradients. By selecting high-density cluster
centers, they aim to eliminate gradients with significantly deviated angles. For instance, in
reference [25], HDBSCAN is used to cluster local gradients, with only the MinPts threshold
set. Although this approach effectively aggregates most benign gradients, the classification
results for boundary gradients may not be stable. HDBSCAN employs a hierarchical clus-
tering strategy to determine the cluster structure, tending to form core regions with high
density and consider boundary gradients as part of the cluster. This may result in the ambi-
guity of boundary gradients and the exclusion of some of them as anomalous gradients. In
reference [26], AdaptDBSCAN is used for clustering, with the median of cosine distances
between gradients as the neighborhood radius ε and

⌊ n
2
⌋

as the MinPts threshold. While
this method dynamically adjusts cluster centers and assigns gradients to the most suitable
clusters, some strong adversarial clients can control the cosine distances between their local
gradients and other gradients to fall within an appropriate range. For instance, in Min–Max
attacks [27], they continuously adjust the distances between gradients, ensuring that the
maximum distance between an anomalous gradient and any other gradient is smaller than
the maximum distance between any two benign gradients (including cosine distances).
Under such attacks, although cluster centers can be dynamically changed, they utilize
global distances to measure ε, making them somewhat vulnerable. This paper employs an
improved version of DBSCAN—IDBSCAN to perform local measurements of ε, making ε
vary from one gradient object to another. It utilizes similarity to assess whether a gradient
object’s ε is a core object, i.e., whether the number of similar gradient objects (within its
neighborhood) exceeds MinPts. This allows for a more precise characterization of gradient
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signs during clustering. Specifically, the sign function is initially used to count the number
of positive and negative signs in each local gradient, represented as

SF(gi) =



d

∑
j=1

[sign((gi)j)][(gi)j > 0], (gi)j > 0

d

∑
j=1

[sign((gi)j) = 0][(gi)j = 0], (gi)j = 0

d

∑
j=1

[sign((gi)j)][(gi)j < 0], (gi)j < 0

, (9)

where d represents the dimensionality of gradients, SF(g) is a statistical tuple. Considering
that perturbations to some signs of the gradients can lead to changes in the statistics of
positive, negative, and zero values in the uploaded gradients, i.e., certain component
signs may be perturbed, switching from positive to negative or zero or vice versa, such
perturbations can result in alterations in the statistics mentioned in Equation (9). These
ternary statistical tuples, i.e., positive, negative, and zero counts, can be used as features
input into the IDBSCAN for clustering and subsequent anomaly detection. The clustering
process in IDBSCAN is as follows:

(1) For each gradient sign feature xi = SF(gi), obtain the k-nearest neighbors using the
k-nearest neighbor algorithm to form a set:

knn(xi, k) = {xj|dis(xi, xj) ≤ dis(xi, xk), j = 1, 2, .., k}. (10)

Calculate ε locally based on the k-nearest neighbors of each gradient sign feature
knn(xi), setting it equal to the maximum distance to the k neighbors,

ε = max{dis(xi, xj), j = 1, 2, ..., k}, (11)

where dis(�) represents the Euclidean distance.
(2) Calculate the density similarity between every two adjacent gradient symbol features

(the ratio of the local densities of two gradient symbol features). Define the local
density of each gradient symbol feature xi as the sum of lengths to its MinPts nearest
neighbors as follows:

ld(xi) =
MinPts

∑
j=1

dis(xi, xj). (12)

Calculate density similarity based on local density

ds(xi, xj) =


ld(xi)
ld(xj)

ld(xi) ≤ ld(xj)

ld(xj)

ld(xi)
ld(xi) > ld(xj)

. (13)

(3) Calculate the number of similar neighbors to the gradient symbol feature xi (count
the number of density similarities greater than the similarity threshold):

sn(xi) =
k

∑
j=1

[ds(xi, xj)− γds], (14)

where γds is the similarity threshold, which, in this paper, is taken as the mean of all
density similarities of gradient symbol features.

The Pseudocode of IDBSCAN can be seen in Algorithm 1:
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Algorithm 1 IDBSCAN

Input: X local gradient sign feature set; MinPts a threshold value; k the number of neighbors;
Output: Ω2 density-based cluster set;

1: Mark all gradient objects in the local gradient sign feature set X as ‘unvisited’;
2: for xi ∈ X do
3: Compute the K-nearest neighbor set knn(xi, k), along with the corresponding neigh-

borhood radius ε;
4: Calculate the local density ld(xi);
5: Calculate the density similarity ds(xi, xj) for all gradient objects within the ε neigh-

borhood of xi;
6: end for
7: Compute the similarity threshold γds ← Mean(ds(X));
8: for xi ∈ X do
9: Mark xi as visited and calculate the number of similar neighbors sn(xi);

10: for xj ∈ Nε(xi) do
11: if xj is unvisited then
12: Add objects from Nε(xj) that do not belong to any cluster to C
13: if sn(xj) ≥ MinPts then
14: Add objects from Nε(xj) that are not assigned to any cluster to C
15: end if
16: Ω2 ← C // Assign the cluster set to Ω2
17: else
18: xi is a noise point;
19: end if
20: end for
21: end for
22: Output Ω2;

5.2.2. Credit Evaluation

After the filtering process with isolation forest and IDBSCAN, we obtain local gradients
that are closer to the global gradient in both amplitude and sign. However, aggregating the
global gradient solely using these filtered gradient subsets may still lead to the inclusion of
certain anomalous gradients, affecting the convergence of the global model. While taking
the intersection of these two filtered subsets can maximize the filtering of benign gradients
and ensure alignment with the normal convergence direction, real-world scenarios can
be more complex. For instance, some clients may predominantly send normal gradients
but occasionally transmit anomalous ones due to malicious activities, and they should
not be excluded for extended periods. Moreover, as the training rounds progress, more
experienced attackers may employ increasingly covert and disruptive attack strategies,
resulting in the persistence of anomalous gradients in the filtering process. At the same
time, some otherwise benign clients may be misjudged because the gradient in a particular
situation is similar to the abnormal gradient.

To address the aforementioned issues, we construct a trustworthiness matrix based
on the filtered gradient subsets, which allows us assessment of the credibility of each
local gradient. Through credibility scoring, we can further filter out the more trustworthy
gradients. The steps for evaluating the credibility of local gradients and obtaining the set of
benign gradients are as follows:

(1) Labeling Gradients as Normal/Anomalous. We collect the filtered candidate gradient
subsets Ω1 and Ω2 after anomaly gradient detection. Then, we introduce instance
labels ys and assign a label of 1 to the gradients selected in the intersection, while
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gradients not included in either gradient subset Ω1 or Ω2 are labeled as −1, and all
other gradients are labeled as 0. It is represented as

ys =


1 Ω1 ∩Ω2
−1 1−Ω1 ∪Ω2

0 other
. (15)

(2) Building the credibility matrix. At the initial stage of model training, we initialize a
matrix consisting of all-zero elements, with the indices corresponding to the gradients
from different clients. In this matrix, the first row holds counting values cv. During
each iteration, if a gradient is labeled as normal, represented as 1, the counting value
for the respective client increases by 1. If the gradient is labeled as abnormal, denoted
as −1, the corresponding counting value decreases by 1. Another row in the matrix
records the credibility of gradients, denoted as cw. It represents the average frequency
with which a gradient is selected and participates in training. The calculation formula
for cw is cw = cv/E, where E represents the number of iterations.

(3) Compute Credibility Scores. We adjust the credibility cw using a sigmoid function to
constrain the values between [−1, 1], expressed as

s(gi) =
1

1 + e−cw . (16)

(4) Selecting the Set of Benign Gradients. Given that the number of malicious clients is
less than half of the total clients, the TopK algorithm can be employed to select the top
50% of clients based on their credibility scores. This helps reduce the risk of benign
clients being excluded due to misclassification.

5.2.3. Aggregation Strategy

Aggregation of the higher-credibility benign gradients is performed using a simple
average to obtain the global gradient, which is then distributed to each client for the next
iteration. The global gradient after aggregation for round t is represented as follows:

ĝt =
τ

∑
i=1

1
τ

gi,t, (17)

where τ represents the number of filtered credible gradients. The acquisition of the global
gradient is illustrated in Figure 2.

Figure 2. Global gradient acquisition process.

The Pseudocode of FLRAM can be seen in Algorithm 2:
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Algorithm 2 FLRAM

Input: G local gradient set; t the number of isolation trees; ϕ the subsampling size; τ the
count of trusted gradients after filtering;

Output: ĝ global gradient;
1: Initialize gradient subsets Ω1 = Ω2 = ∅;
2: iForest(iTree(G), t, ϕ) // Generate t isolation trees;
3: Calculate the anomaly score Si for each local gradient gi;
4: Calculate the dynamic anomaly score threshold γ;
5: Ω1 ← G{i|sign(Si − γ) < 0} //Collect all benign gradients;
6: Calculate the dynamic anomaly score threshold γ;
7: X ← SF(G) //Collect all gradient sign features;
8: Ω2 ← IDBSCAN(X) //Cluster the sign features using IDBSCAN;
9: Calculate the credibility cw← count(Ω1, Ω2);

10: Calculate the credibility score s← sigmoid(cw);
11: Igood ← G{id|id = Topk(s, τ)} //Select local gradients with higher credibility scores;
12: Calculate the global gradient ĝ← Mean(Igood);
13: Output ĝ;

5.3. Convergence Analysis

In this section, we delve into the convergence analysis of FLRAM. The global model
obtained through robust aggregation methods can be represented as follows:

wt+1 = wt − ηt∇F(ωt), (18)

where ∇F(ωt) represents the global gradient. Inspired by the convergence analysis of
distributed optimization in [28,29], we assume that (18) satisfies the following properties:

Proposition 1 (Lipschitz condition [30]). If the objective function F(·) is L-Lipschitz, then, for
∀x, y, it satisfies ||F(x)−∇F(x)|| ≤ L||x− y||, where ∇F(·) represents the gradient function,
and || · || denotes the norm.

Proposition 2 (L-Smoothness [31]). if the objective function F(·) is L-Smooth, for ∀x, y, it
satisfies F(y) − F(x) ≤ 〈∇F(x), (y− x)〉 + L

2 ||y − x||2, where 〈�〉 denotes the inner product
of vectors.

Proposition 3 (Unbiasedness [32]). For each client i with local data, the local stochastic gradient
gi , ∇F(x; Di) is unbiased. It can be expressed as E[gi] = ∇Fi(x).

Proposition 4 (Boundedness [33]). For each client i, there exists a constant σ such that the local
random gradient has a uniformly bounded variance. It can be expressed as E[||gi−∇Fi(x)||2] ≤ σ2.
Furthermore, there exists a constant σ such that the local gradient deviates from the global gradient
as ||∇Fi(x)−∇F(x)||2 ≤ δ2.

We consider global aggregation in the presence of (1− β)K malicious clients uploading
malicious gradients. After detecting these malicious gradients, the expected aggregation
result is the average of βK benign gradients, which deviates from the global gradient in the
absence of an attack. This bias is described by the following lemma:

Lemma 1. Under the assumed conditions, the deviation between the average gradients of βK
clients, denoted as ĝi, and the true global gradient ∇F(w) can be characterized as follows: E[||ĝ−
∇F(w)||2] ≤ δ2 + σ2

βK . The detailed proof can be found below.
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Proof of Lemma 1. For any arbitrary subset Ω1 taken from all clients, with |Ω1| = βK,
where 0.5 ≤ β ≤ 1, we let X = ∑

i∈Ω
[gi −∇F(wt)]. According to the properties assumed

and Jensen’s inequality, we can obtain

||E[X]||2 ≤ βK ∑
i∈Ω
||∇Fi(wt)−∇F(wt)||2 ≤ β2K2δ2. (19)

Utilizing the properties of variance, we can derive

E||X||2 = ||E[X]||2 + var[X] ≤ β2K2δ2 + βKσ2. (20)

Furthermore, we can obtain

E[||ĝ−∇F(wt)||2] = E[|| 1
|Ω| ∑

i∈Ω
gi −∇F(wt)||2] =

1
β2K2 E||X||2 ≤ δ2 +

σ2

βK
, (21)

which completes the proof.

Combining the properties and lemma stated above, the convergence of FLRAM is
characterized through the following theorem:

Theorem 1. Assuming that FLRAM adopts a learning rate of ηt ≤ 1/αL, its convergence can

be characterized as follows: 1
T

T
∑

t=0
E[||∇F(wt)||2] ≤

F(w0)−F∗

ηtT + ηt∆1 − ∆2, where the constant

F∗= min F(ω), ∆1= δ2L
2 + σ2L

2βK , and ∆2=αδ2/2;+ασ2/2βK, where α > 0, β is set to 0.5 in this
paper, and T represents the number of iterations. The detailed proof can be found below.

Proof of Theorem 1. Based on the assumptions of Proposition 2 and Proposition 3, we
can derive

E[F(wt+1)] ≤ F(wt) + 〈∇F(wt), E[wt+1 − wt]〉+
L
2

E[||wt+1 − wt||2]. (22)

We split the original expression, where one part is

〈∇F(wt), E[wt+1 − wt]〉 ≤ −ηt〈∇F(wt), E[ĝt]〉 = −ηt〈∇F(wt), E[ĝt −∇F(wt) +∇F(wt)]〉
≤ −ηt〈∇F(wt), E[ĝt −∇F(wt)]〉 − ηt||∇F(wt)||2

.

(23)
According to vector properties and the Young’s inequality, we can obtain

〈∇F(wt), E[ĝt −∇F(wt)]〉 ≤ ||∇F(wt)|| · E||[ĝt −∇F(wt)]||

≤ 1
2α
||∇F(wt)||2 +

α

2
E||[ĝt −∇F(wt)]||2

≤ 1
2α
||∇F(wt)||2 +

αδ2

2
+

ασ2

2βK
.

(24)

The other part of the original expression, based on Lemma 1 and Jensen’s inequality,
can be obtained as follows:

E[||wt+1 − wt||2] = η2
t E[||ĝt||2] = η2

t E[||ĝt−∇F(wt)+∇F(wt)||2]

≤ η2
t E[||ĝt−∇F(wt)||

2]+η2
t ||∇F(wt)||2

≤ η2
t δ2 + η2

t
σ2

βK
+ η2

t ||∇F(wt)||2.

(25)
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Integrating (22) and (24), we can obtain

E[F(wt+1)] ≤ F(wt)− ηt||∇F(wt)||2 − ηt(
1

2α
||∇F(wt)||2 +

αδ2

2
+

ασ2

2βK
)

+
L
2
(η2

t δ2 + η2
t

σ2

βK
+ η2

t ||∇F(wt)||2)
, (26)

where δ and σ are constant terms, both greater than zero. Rearranging, we have

ηt(1 +
1

2α
− L

2
ηt)E[||∇F(wt)||2] ≤ E[F(wt)− F(wt+1)]

− (
αδ2ηt

2
+

ασ2ηt

2βK
) + (

η2
t δ2L
2

+
σ2η2

t L
2βK

)
. (27)

When ηt ≤ 1/αL, we obtain 1 + 1/2α− ηt; L/2;≥ 1. Substituting this, we can
further derive

1
T

T

∑
t=0

E[||∇F(wt)||2] ≤
F(w0)− F∗

ηtT
+ ηt(

δ2L
2

+
σ2L
2βK︸ ︷︷ ︸

∆1

)− (
αδ2

2
+

ασ2

2βK︸ ︷︷ ︸
∆2

), (28)

which completes the proof.

6. Experimental Evaluation
6.1. Experimental Setup

The experimental platform used in this study runs on a 64-bit Windows 11 operating
system. The development environment was PyCharm, and the programming language em-
ployed was Python 3.9. In terms of hardware configuration, the experiment was conducted
on a system with an Intel(R) Core(TM) (Santa Clara, CA, USA) i7-12650H CPU, 16 GB of
RAM, a 512 GB solid-state drive, and an NVIDIA GeForce RTX 3060 GPU with 6 GB of
VRAM. PyTorch 1.12.1 was used to train the deep learning model. The datasets selected for
the experiments included the MNIST handwritten digit dataset, comprising 60,000 training
samples and 10,000 test samples. Additionally, the CIFAR-10 color image dataset was used,
consisting of 50,000 training samples and 10,000 test samples.

6.1.1. Baseline and Parameter Settings

In this subsection, the baseline method chosen for comparison was the defenseless
FedAvg method. It was compared with FLRAM, which is equipped with defense capa-
bilities, as well as other methods proposed by Blanchard et al. [10] proposing Krum, Yin
et al. [9] proposing Trimmed Mean (TrMean), Li et al. [19] proposing RSA, Cao et al. [20]
proposing FLTrust, Shejwalkar et al. [27] proposing Dnc, and Nguyen et al. [25] proposing
FLAME. To validate the effectiveness of FLRAM, a series of experiments were conducted
on the MNIST and CIFAR-10 datasets. Convolutional Neural Networks (CNNs) were used
as the neural network models in the experiments, with a common structure consisting
of three convolutional layers and three fully connected layers. After each convolutional
layer, a pooling layer and a Dropout layer were added. The model optimization algorithm
used during training was Stochastic Gradient Descent (SGD) with an initial learning rate
of 0.05 and a momentum factor of 0.9. Learning rate decay was implemented using an
exponential decay strategy, and the batch size for training was set to 128. In the context of
federated learning, 50 clients participated in the training process, with each client perform-
ing 2 local training iterations. The global training consisted of 100 iterations. Independently
distributed data were primarily used for training to validate the method’s effectiveness.
Additionally, the impact of Non-independent identically distributed (Non-IID) real-world
data on the experiments was evaluated.
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6.1.2. Attack Mode

The experiments involve comparing several typical poisoning attacks, including
Sign-Flip attacks, the Mix attack [34], the Fang attack [35], the Byz attack [36], the LIE
attack [37], and the Min–Max attack [27]. For the Sign-Flip Attack, malicious clients first
train genuine model parameter gradients locally and then flip the signs of the gradients,
represented as gi ← −gi, before sending them to the central server. In the Mix Attack,
malicious clients are divided into two groups: one group adds random Gaussian noise to
the gradients, and the other group scales the gradients to varying degrees before submitting
them to the central server. As for the Fang Attack, it employs a carefully designed adaptive
partial knowledge attack strategy, which means that the attackers do not fully understand
the aggregation rules. For Krum and TrMean, the Fang Attack uses the attack strategy
from reference [35]. For other aggregation methods, in the Fang Attack, malicious client
i observes the global gradient to determine the local gradient transformation direction
sj. When sj = −1, it randomly samples C values from interval [µj + 3σj, µj + 4σj] as
the jth parameter of the malicious client gradient. When sj = 1, it randomly samples C
values from interval [µj − 4σj, µj − 3σj], where µj and σj represent the mean and standard
deviation of the jth parameter of the malicious gradient. In the Byz Attack, malicious
clients randomly sample C gradients from a standard normal distribution with mean
zero and unit standard deviation and send them to the central server. In the LIE Attack,
assuming that malicious clients estimate the mean gmean and standard deviation gstd of
all client gradients based on empirical knowledge, they replace their local gradients with
gi ← gmean + zmaxgstd, where zmax is determined based on the cumulative standard normal
function ϕ(z) as described in reference [37]. The LIE Attack primarily seeks a range in
which the gradients can deviate from the mean without detection, achieved by making
small changes to the gradient magnitude. However, altering the sign of the gradient in the
LIE Attack requires a larger zmax. In the Min–Max Attack, malicious clients continuously
search for the optimal scaling factor γ based on empirical knowledge and replace their
local gradients with gi ← gmean − γgstd. In this context, the perturbation method involves
reversing the standard deviation, i.e., gstd = −std(gi|i ∈ [K]). The optimization of γ is
described in reference [27]. The Min–Max Attack adjusts γ continuously, ensuring that
the malicious gradient’s maximum distance from any other gradient is smaller than the
maximum distance between any two benign gradients. LIE and Min–Max Attacks are more
covert and have stronger disruptive potential compared to other attacks.

6.1.3. Evaluation Metrics

To assess the defensive performance of FLRAM, this paper evaluates defense schemes
based on the model test accuracy.

6.2. Experimental Results and Analysis
6.2.1. Comparison of Defensive Performance among Different Aggregation Methods

To validate the fidelity of FLRAM, comparisons were conducted with other aggre-
gation methods on the MNIST and CIFAR10 datasets, assessing model accuracy in the
absence of attacks. For different attack strategies, experiments selected 10 out of 50 clients
as malicious clients to evaluate the methods’ resistance to attacks. The experimental results
on the MNIST and CIFAR10 datasets are shown in Tables 1 and 2. From the tables, it can
be observed that in the absence of attacks, FLRAM achieves test accuracy on different
datasets that are comparable to that of FedAvg without defense, demonstrating FLRAM’s
excellent fidelity.

Meanwhile, when not subjected to attacks, Krum test accuracy showed a certain
decline. This may be because Krum primarily selects a specific client based on distance
when choosing clients to participate in training, ignoring the influence of other clients
on the global model, resulting in a decrease in global accuracy. In the face of various
poisoning attacks, FLRAM consistently demonstrated robust performance. On the MNIST
dataset, against symbol flip attacks, Mix attacks, Fang attacks, Byz attacks, LIE attacks, and
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Min–Max attacks, FLRAM accuracy decreased by 0.41%, 0.51%, 0.54%, 0.55%, 0.89%, and
1.12%, respectively, compared to the no-attack scenario. On the CIFAR10 dataset, these
decreases were 1.00%, 1.83%, 2.08%, 1.44%, 3.13%, and 3.53%, respectively. Considering the
characteristics of the dataset itself and its impact on the neural network model, the accuracy
of the CIFAR10 dataset is relatively lower. However, overall, FLRAM exhibited minimal
differences in model accuracy in the face of various attacks. Particularly when facing more
covert and destructive attacks, FLRAM defense performance remained robust. The reason
for FLRAM’s high defense performance lies in the following aspects: As observed from
Figure 2, by using abnormal gradient detection in combination with credibility estimation,
FLRAM can effectively eliminate abnormal gradients to a maximum extent. Subsequently,
the model updates, excluding abnormal gradients, are aggregated, resulting in predicted
global gradients that closely approximate the actual global gradients. Therefore, FLRAM
effectively ensures model accuracy.

When facing different attack strategies, it is evident that the defensive capabilities
of certain aggregation methods are put to the test. From Tables 1 and 2, it can be clearly
seen that on different datasets, when the RSA method is used to defend against Min–Max
attacks, the model training may fail to converge. This situation primarily arises because
RSA was originally designed to introduce perturbations related to the gradient direction,
preventing specific types of attacks such as direction reversal. However, the impact of
Min–Max attacks has a relatively low correlation with gradient direction, resulting in a
significant reduction in RSA defensive effectiveness in this scenario. Similarly, using the
Krum method to counter Min–Max attacks is also not very effective. Krum relies mainly
on distances between gradients for defense, but Min–Max attacks carefully control the
distances between malicious clients and others, greatly undermining the effectiveness of
Krum’s defense.

Table 1. Test accuracy of various aggregation methods under the MNIST dataset.

Aggregation FedAvg Krum TrMean RSA FLTrust Dnc FLAME FLRAM

No-Attack 99.01 95.15 98.48 98.92 98.38 98.89 98.79 98.94
Sign-Flip 97.28 91.88 98.06 97.64 98.23 98.31 98.21 98.53

Mix 96.37 89.16 97.94 97.61 98.19 98.35 98.01 98.43
Fang 85.35 84.92 85.58 95.02 94.79 96.67 97.95 98.40
Byz 79.21 87.71 95.86 95.62 92.51 96.41 97.47 98.39
LIE 74.28 56.35 73.94 74.12 81.31 75.69 95.75 98.05

Min-Max 49.72 41.37 55.36 * 1 55.15 97.41 93.42 97.82
1 Indicating failure to converge properly.

Table 2. Test accuracy of various aggregation methods under the CIFAR10 dataset.

Aggregation FedAvg Krum TrMean RSA FLTrust Dnc FLAME FLRAM

No-Attack 75.92 52.05 69.63 73.08 73.55 74.87 69.53 73.75
Sign-Flip 69.80 48.70 66.17 67.88 69.85 70.58 68.58 71.75

Mix 69.65 51.98 68.78 67.52 69.05 69.79 68.47 70.92
Fang 61.20 47.58 59.02 65.83 66.03 68.49 67.18 70.67
Byz 57.13 51.25 67.18 66.68 64.72 68.05 67.76 70.31
LIE 52.08 23.54 47.21 53.44 58.72 45.66 66.78 69.62

Min-Max 26.23 * 1 21.79 * 1 25.69 67.89 63.73 69.22
1 Indicating failure to converge properly.

6.2.2. Comparison of Robustness among Different Aggregation Methods

To compare the robustness of various aggregation methods, this study selected the
MNIST and CIFAR10 datasets and set the proportion of malicious clients between 44%
and 48%.

In other words, out of 50 clients, 22 to 24 clients were randomly selected as attackers,
simulating scenarios with a large number of malicious clients simultaneously conducting
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poisoning attacks. As shown in Figures 3 and 4, under various attacks, different aggregation
methods exhibited significant differences in test accuracy. For sign-flipping attacks, regard-
less of the dataset, FLRAM consistently outperformed other strategies. When facing Mix
attacks, FLRAM maintained high accuracy. However, the Krum method did not perform
well in this attack scenario. The reason is that Mix attacks allow attackers random scaling of
gradients, with multiple attackers concurrently sending gradients at different scaling levels.
This can lead to Krum aggregation favoring the scaled gradients, making it challenging to
counter this attack. Regarding Fang attacks, due to their intricate design, both Krum and
Trimmed Mean saw decreases in accuracy. In contrast, FLRAM still demonstrated high
model accuracy. In addition, in Byz attacks, Krum’s performance also lagged behind other
methods. In the face of LIE attacks, while FLRAM continued to maintain high accuracy,
other methods experienced varying degrees of performance degradation, highlighting the
severe challenges posed by more covert and destructive attacks on aggregation methods.
In Min-Max attacks, FLRAM defense effectiveness was on par with the Dnc method specifi-
cally designed for this attack. Although FLAME performed well under multiple attacks,
its accuracy slightly decreased due to the adoption of differential privacy techniques to
enhance the privacy protection of local data.

Additionally, it can be observed that in the absence of any defense mechanism, FedAvg
experiences a gradual decrease in model accuracy with increasing iterations under different
attack patterns. Compared to some aggregation strategies equipped with defense mech-
anisms, FedAvg exhibits significantly slower convergence, emphasizing the importance
of robust aggregation methods in countering poisoning attacks. When confronted with
various attacks, FLRAM consistently maintains a high model accuracy, further confirming
its superior robustness compared to other aggregation strategies.

(a) Sign-Flip attack (b) Mix attack (c) Fang attack

(d) Byz attack (e) LIE attack (f) Min-Max attack

Figure 3. The test accuracy of each approach under various attacks with 44–48% malicious clients
(based on the MNIST dataset).
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(a) Sign-Flip attack (b) Mix attack (c) Fang attack

(d) Byz attack (e) LIE attack (f) Min-Max attack

Figure 4. The test accuracy of each approach under various attacks with 44–48% malicious clients
(based on the CIFAR-10 dataset).

6.2.3. Reliability Verification of FLRAM

To validate the reliability of FLRAM, experiments were conducted across various
datasets and attack strategies with different numbers of malicious clients, as depicted in
Figure 5. When selecting malicious clients, 5, 10, 15, 20, and 25 clients were randomly
chosen, respectively. The results demonstrate that for both the MNIST and CIFAR10
datasets, as long as the proportion of malicious clients does not exceed 50%, FLRAM
exhibits remarkable stability when facing various attacks. In the attack model assumption,
the number of malicious clients should not exceed 50% of all clients. Thus, under this
setting, FLRAM demonstrates robustness for the MNIST and CIFAR10 datasets. It is worth
noting that in the case of Fang and Byz attacks, there is a slight decrease in accuracy when
confronting 40% malicious attackers. However, overall, its test accuracy remains at a high
level. This underscores FLRAM’s effective resilience against different attack strategies to a
significant extent.

(a) MNIST (b) CIFAR-10

Figure 5. The average test accuracy of FLRAM under different proportions of malicious clients.
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6.2.4. Validity under Non-IID

In practical applications, data among clients often exhibit distributional differences, a
phenomenon referred to as data heterogeneity. To simulate such data heterogeneity among
clients, two data allocation methods were employed: IID allocation for a portion of the
total dataset, and Non-IID allocation for the remaining portion. The specific procedure
is as follows: first, the training data are sorted according to labels and partitioned into
different blocks based on the labels. Then, in each block, a proportion of data is extracted
and distributed evenly among all clients. Subsequently, in the remaining dataset, each
client can randomly obtain data from different labeled blocks. For example, some clients
may only receive data for one type of label, while others may receive data for all labels,
resulting in non-uniform data distribution among the clients.

Parameter s can be used to measure the degree of data heterogeneity. When
s = 0, it indicates complete data heterogeneity among clients. To evaluate the impact
of data heterogeneity on FLRAM, four different settings are selected: s = 0, 0.2, 0.5, and 0.8,
and corresponding experiments are conducted. The experimental results are presented in
Tables 3 and 4. From the tables, it can be observed that even in the case of Non-IID data,
FLRAM continues to perform well in various attack scenarios.

Table 3. Accuracy of Different Data Heterogeneity Levels Against Various Attacks on MNIST.

Heterogeneity(s) 0 0.2 0.5 0.8

Sign-flip 97.59 97.91 98.02 98.34
Mix 97.19 97.82 97.93 98.24
Fang 96.98 97.28 97.96 98.23
Byz 96.96 97.57 97.92 98.19
LIE 96.59 97.18 97.72 98.03

Min-Max 94.89 96.13 96.95 97.79

Table 4. Accuracy of Different Data Heterogeneity Levels Against Various Attacks on CIFAR10.

Heterogeneity(s) 0 0.2 0.5 0.8

Sign-flip 60.14 63.26 66.79 69.37
Mix 61.45 63.50 68.71 69.60
Fang 60.59 63.42 65.38 69.32
Byz 60.89 65.65 67.43 69.21
LIE 59.98 62.82 65.49 69.43

Min-Max 58.48 61.35 64.82 68.56

6.2.5. Efficiency Analysis of FLRAM

FLRAM combines two methods, isolation forest and IDBSCAN, to identify anomalous
gradients. Isolation forest primarily focuses on detecting abnormal gradient magnitudes,
while IDBSCAN identifies anomalous gradients by clustering gradient signs. Assuming the
total number of clients is n, the time complexity of anomalous gradient detection is mainly
determined by the time complexity of isolation forest and the clustering time complexity
of IDBSCAN. In isolation forest, the average time complexity is O(n log(n)). During the
IDBSCAN clustering process, the time complexity for density similarity calculation is O(n2),
density-reachable neighborhood queries are O(n log(n)), and neighborhood expansion
and cluster partitioning are both O(n log(n)). Therefore, the average time complexity of
IDBSCAN is O(n2). The overall average time complexity for abnormal gradient detection
is O(n2 + n log(n)). In a single iteration, the FLRAM average time complexity is indeed
higher than that of some aggregation methods, such as Krum (O(n2)) and Trimmed Mean
(O(nd)), where d is the gradient dimension. However, as shown in Figures 3 and 4, FLRAM
exhibits rapid convergence characteristics. After approximately 20 rounds of iteration, the
training model accuracy of FLRAM stabilizes, indicating that its higher time complexity
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is compensated in practical applications, achieving desirable training results in fewer
iterations.

6.3. Extended Discussion

Comparison with Existing Research. When confronted with more covert and de-
structive attacks, the defense performance of existing research experiences a noticeable
decline, whereas FLRAM’s defense performance remains robust, effectively withstanding
various attacks and demonstrating superior resilience. FLRAM not only performs superbly
in defense, but also offers a novel approach. It combines isolation forest and IDBSCAN
to detect anomalous gradients. This method is relatively recent in the current research
landscape, offering fresh solutions to address the challenges in this domain.

Time complexity. FLRAM exhibits a relatively higher time complexity in anomalous
gradient detection compared to existing methods. Therefore, in future research, we will
consider further optimizing the execution time of the IDBSCAN algorithm in anomalous
gradient detection to enhance the efficiency and performance of FLRAM.

Novel Attack Types. FLRAM is an advanced defense method, but it cannot guarantee
full resilience against unknown or novel attack types. Attackers may continuously evolve
their strategies to evade FLRAM detection.

Proportion of malicious clients. Assuming that the number of malicious clients should
not exceed 50% of all clients, under this premise, FLRAM demonstrates exceptional defense
performance and higher reliability. However, if the number of malicious clients surpasses
that of benign clients, FLRAM may struggle to effectively counter the current attacks,
leading to a significant decline in its defensive performance. To address this situation,
continuous learning can be employed to enhance the detection capabilities of anomalous
gradients. Additionally, the selection ratio for obtaining benign gradient sets can be
dynamically adjusted to maintain a higher level of defense performance.

7. Conclusions

This paper proposes a federated learning robust aggregation method known as
FLRAM designed to address the challenges posed by poisoning attacks during model
training. These attacks often result in model training slow convergence, failure to achieve
convergence, and a reduction in model accuracy. FLRAM employs a combined approach of
isolation forest and an improved density-based clustering algorithm for abnormal gradient
detection for detecting anomalous gradients. It effectively filter out gradients that exhibit
significant differences in magnitude and angular deviation, and then removes them. Subse-
quently, FLRAM employs a credibility scoring mechanism to assess the trustworthiness
of each client effectively, selecting those with higher credibility. These selected clients are
then aggregated to generate a global model. The experimental results demonstrate that
FLRAM exhibits robust defense performance across different datasets and various types of
poisoning attacks. In comparison to existing defense methods, including Krum, Trimmed
Mean, RSA, FLTrust, Dnc, and FLAME, FLRAM displays higher robustness. In scenarios
where the proportion of malicious clients does not exceed 50%, FLRAM shows excellent
reliability in the face of various attacks, and is suitable for the scenario of Non-IID data.
These results emphasize that FLRAM serves as an efficient defense method, capable of
delivering exceptional performance in complex federated learning environments.

In terms of future work, there are plans to apply FLRAM to practical scenarios for
poisoning attack detection to further validate its real-world effectiveness. Additionally,
efforts will be made to further optimize the IDBSCAN algorithm to reduce the algorithm’s
average time complexity.
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