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Abstract: Contrasting the dilemma that the traditional time-domain least mean square (LMS) algo-
rithm in the existing satellite navigation receiver anti-interference system cannot satisfy the conver-
gence time is short and maintain a low level of steady-state error at the same time, an inverse cosine
variable step size LMS algorithm (ICVS-LMS) is proposed. To begin with, the LMS algorithm, with
a fixed step size focuses on its effectiveness in attenuating and suppressing interference signals, is
analyzed, and then the proposed ICVS-LMS algorithm is analyzed. In conclusion, both the ICVS-LMS
algorithm and the traditional algorithm are simulated and compared in terms of their effectiveness in
suppressing interference in satellite navigation signals. The experimental results demonstrate that the
improved algorithm significantly reduces convergence time while maintaining a small steady-state
error. The improved algorithm demonstrates high robustness and an obvious suppression effect
on interference signals. The anti-interference performance is 8.41–12.22% higher than that of the
proposed algorithm.

Keywords: BeiDou navigation satellite system; time domain anti-interference; least mean square
algorithm; inverse cosine function

1. Introduction

Satellite navigation signals need to travel a long distance to reach the ground to
be received, and the ground reception signal power is weak, making it susceptible to
many sorts of interference, whether deliberate or accidental [1–5]. For systems that rely
on the global navigation satellite system (GNSS), even a small amount of interference
might have disastrous results [6–8]. Satellite navigation system adopts spread spectrum
communication technology and has certain anti-interference ability [9], but the receiver
will malfunction if the interfering signal is too powerful and exceeds the system’s tolerance
limitations [10]. Narrowband interference is a common form of interference signal utilized
by a variety of interference equipment because it is simple to produce, cheap, and has a
strong interference impact [11]. The three basic processing domains used for narrowband
interference suppression are time, frequency, and combined domain [12–15]. One of the
most popular methods for reducing narrowband interference in navigation receivers is time-
domain anti-interference processing [16]. The time-domain anti-interference technology is
now the more appropriate option for the future development trend in the BeiDou RDSS
system, which has miniaturization and low power consumption as its aims [17]. Adaptive
filters are primarily used in the time domain for interference suppression [18–20]. Adaptive
algorithms modify their processes and parameters based on data traits, without full upfront
information [21]. This ensures optimal convergence and maintains low error levels [22].

An algorithm with a good performance can ensure that the interference suppression
effect is optimal, and the LMS algorithm is the classical algorithm [23]. Because the conven-
tional LMS algorithm cannot accurately select the appropriate step size value according
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to the situation, the steady-state error and convergence speed cannot be optimized simul-
taneously. The problem of low applicability of a fixed step size LMS algorithm in many
scenarios needs to be solved urgently. Qin et al. [24] proposed a filtering algorithm with
a variable step size that can be automatically adjusted. The convergence and tracking
effects are improved in the algorithm, but the error cannot be controlled in a small range.
Zhang et al. [25] obtained a new function model by improving the Sigmoid function, which
greatly shorten the convergence time without losing accuracy. Markala Karthik et al. [26]
improved the LMS algorithm by using the hyperbolic secant cost function, which reinforces
the system’s ability to cope with harsh environments and reduces the oscillation amplitude.
D. Li et al. [27] proposed an improved LMS filtering algorithm with higher stability based
on the hyperbolic tangent function. B. Jalal et al. [28] introduced a step size compensation
factor according to the normalized sigmoid function. The algorithm automatically adjusts
the step size value without changing the parameters, and the calculation is simple, but the
convergence time of this method is too long, and the error value is large. Huo et al. [29]
employed the inverse hyperbolic tangent function to construct a new formula, and achieved
good results in system identification, noise removal, and other applications.

The above algorithm reduces the waiting time during the convergence period and
maintains a low steady-state error value, but there are still problems, such as that both
factors cannot be balanced, the computation is large, and the tracking performance is
poor. To obtain a reasonable algorithm that can solve the existing problems, a novel LMS
algorithm leveraging the inverse cosine function is proposed to enhance convergence speed
and achieve a reduced error level. This algorithm demonstrates its efficacy in effectively
suppressing narrow-band interference in satellite navigation signals.

The paper is structured into the following chapters: Section II explains the principle
of suppressing interference using an LMS algorithm. Section III illustrates the improved
ICVS-LMS algorithm and compares it with the three existing algorithms. In Section IV, the
algorithm is applied to weaken the navigation interference signal, and the results prove the
effectiveness of the algorithm. Finally, the conclusion expounds the main work content and
contribution of this paper.

2. LMS Algorithm Interference Suppression Principle

The fundamental concept of an adaptive filter for interference suppression is depicted
in Figure 1, which illustrates the core principle behind its operation. x(n) is the received
signal of the receiver, including the satellite navigation signal, narrowband interference
signal, and noise signal, d(n) denotes the delay of x(n) which is used as the reference
signal of the adaptive filter, y(n) is the output of the adaptive filter after processing, e(n)
denotes that the difference between the output signal and the reference signal is the error
signal, and the error signal automatically adjusts the tap weight w(n) of the adaptive filter
according to the adaptive algorithm [30]. The input satellite navigation signals and noise
signals are time domain broadband signals with small sample time delay correlation, but
the correlation of the narrowband interference sample value is much stronger than that of
the broadband signal, and the current signal value can be estimated using the past signal
value [31]. Depending on the correlation, the estimated signal of narrowband interference
can be generated through an adaptive filter, canceling it out from the input signal to achieve
narrowband interference suppression [32].
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Figure 1. Basic principle of adaptive filter. x(n) is a navigation signal contaminated with narrowband
interference. y(n) is the output signal of the filter. d(n) is the desired signal. e(n) is error signal.

The receiver receives the satellite navigation signal and down-converts it to obtain the
intermediate frequency signal (IF signal), which is digitally sampled by the analog-to-digital
convert (ADC) to obtain the input signal as follows:

x(n) = s(n) + j(n) + n(n) (1)

where s(n) is the received satellite navigation sign, j(n) is the narrowband interference sign
and n(n) is the noise sign. The reference signal d(n) is the delay of the input signal x(n).
x(n) and d(n) will cancel the signal with correlation and the signal without correlation will
be unaffected, where:

e(n) = d(n)− y(n) (2)

The LMS algorithm replaces the mean square error (MSE) E(|e(n)|2) by a single
sample of data |e(n)|2 [33], and the gradient estimate during the iteration needs to satisfy
the following [34]:

∧
∇(n) = ∂|e(n)|2/∂W(n)
= ∂

{
|x(n)|2 + WH(n)X(n)W(n)

−2Re[x(n)XT(n)W(n)]
}

/∂W(n)
= 2WH(n)X(n)W(n)− 2x(n)X(n)
= −2e(n)X(n)

(3)

Therefore, the filter weight coefficient vector iterative formula of the LMS algorithm is
as follows [34]:

W(n + 1) = W(n) + 2µe(n)X(n) (4)

where W(n) is the filter coefficient vector, X(n) is the input vector, e(n) is the error signal,
and µ is the key to determine the convergence and error level of LMS algorithm, which can
reduce the time required for convergence and limit the error in a small range [35].

The main implementation process of the LMS algorithm is as follows:

y(n) = W(n)HX(n) (5)

e(n) = d(n)− y(n) (6)

W(n + 1) = W(n) + 2µ(n)e(n)X(n) (7)

where X(n) is the input signal at moment n, W(n) is the weight coefficient of the filter at
moment n, and µ(n) is the iteration step size factor. The condition that the LMS algorithm
must satisfy to achieve the convergence effect is: 0 < µ < 1/λm, and λm is the maximum
eigenvalue of the filter input signal autocorrelation matrix.
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3. Improved Variable Step Size LMS Algorithm
3.1. Improved Inverse Cosine Variable Step Size LMS Algorithm

Achieving convergence in a short time while maintaining a low level of steady-state
error are two crucial evaluation metrics of the algorithm and, in order to achieve both,
experts and scholars have studied and proposed various new algorithms [36]. When the
variable step size LMS algorithm has not yet reached the convergence state, it will choose
an outsize step size value to shorten the time spent on convergence. When the algorithm
enters the convergence period, the step size value gradually becomes smaller, maintaining
a low level of error value and avoiding missing the best point.

The calculation formula of step length is a key part used to enhance the application
effect of the algorithm [37], and the new step length calculation formula is constructed
through functions, which are widely chosen as sigmoid functions, hyperbolic tangent
functions, exponential functions, inverse tangent functions, etc.

In the pursuit of enhancing conventional algorithms, one frequently encountered path
for improvement involves the utilization of the sigmoid function. This pathway holds
broader applicability and often yields favorable outcomes. To underscore the merits of
the algorithm introduced in this manuscript, we have opted to juxtapose it with three
prominent algorithms from pertinent references. These selections have been chosen to
highlight the algorithm’s advantages in comparison to both traditional and currently
popular algorithms.

Innovatively, reference [38] employed the logarithmic function to construct the step
size formula of the algorithm and obtained the improved LVS-LMS algorithm with strong
stability. The new step size calculation formula is as follows:

µ(n) = b log(a|e(n)|m) (8)

Reference [39] skillfully used the Versiera function to obtain the step size calculation
method and obtained the VVS-LMS algorithm with superior performance. The new step
size formula is as follows:

µ(n) = a[1− 1
be2(n) + 1

] (9)

Reference [40] integrated the normal distribution curve into the construction of the
step size formula in order to improve the LMS algorithm, and the NDVS-LMS algorithm
with stable performance is obtained. The improved step size formula is as follows:

µ(n) = c(1− exp(−a|e(n)|b)) (10)

In this paper, according to the LMS algorithm step factor adjustment rules, it is possible
to use the inverse cosine function to make the size of the step size change according to the
different convergence states of the algorithm. The expression of the inverse cosine function
is as follows:

y = arccos(x) (11)

The function is defined over the interval (−1, 1), exhibiting properties of an odd
function characterized by a monotonically decreasing trend within this range. The cor-
responding graphical representation is depicted as the dashed line in Figure 2. Upon
manipulation of the independent variable in Equation (11), the resultant function takes the
following form:

y =
∣∣∣arccos(x)− π

2

∣∣∣ (12)
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The plotted function resulting from Equation (12) is represented by the solid line in
Figure 2. The visual analysis of the graph reveals a conformity to the algorithm’s step size
adjustment mechanism, as evidenced by the gradual decline in slope with the increase in
the independent variable. This trend signifies that during the initial convergence stages,
the step size is larger, becoming smaller as convergence nears completion, and exhibiting
gradual adjustments when the error approaches zero. Therefore, by employing Formula
(3), we can establish the relationship between step size and error in the following manner:

µ(n) =
∣∣∣arccos(e(n))− π

2

∣∣∣ (13)

According to Expression (13), and also for better control adjustment of the function
shape, the parameters α, β, γ, and m are introduced to obtain the improved variable step
size function, as follows:

µ(n) =
−2arccos[α

∣∣e(n)γ∣∣] + π

marccos[α
∣∣∣e(n)β

∣∣∣] + 2
(14)

The normalization algorithm is used in the iterative formula for the weighting coeffi-
cients, and the parameter ξ is introduced to avoid a too small value of XT(n)X(n), which is
the minimum value to be neglected.

In summary, the step size formula of the ICVS-LMS algorithm is enhanced by incor-
porating the inverse cosine function and introducing a parametric control function shape,
aimed at better adhering to the algorithm’s application rules [41]. The golden key steps of
the ICVS-LMS algorithm, which utilizes the inverse cosine function, can be summarized
as follows:

e(n) = d(n)−WT(n)X(n) (15)

µ(n) =
−2arccos[α

∣∣e(n)γ∣∣] + π

marccos[α
∣∣∣e(n)β

∣∣∣] + 2
(16)

W(n + 1) = W(n) +
2µ(n)e(n)X(n)
ξ + XT(n)X(n)

(17)
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3.2. Influence of Parameters on The ICVS-LMS Algorithm

To develop a better understanding of the four additional parameters and their impact
on the performance of the function, it is necessary to examine their relationship more
closely, and an analysis is conducted on the varying values of these parameters.

The curves in Figure 3a are when α is taken as 0.2, 0.6, 1.0, β = 6, γ = 1.5, and
m = 1.6, respectively. With the increase value of α, the convergence also accelerates, and
the influence of parameter α on the convergence speed diminishes as the algorithm reaches
its later stages. Considering the whole convergence process of the algorithm, α = 1.0 is
chosen.
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The curves in Figure 3b are when β is taken as 1, 3, 6, α = 1.0, γ = 1.5 and m = 1.6,
respectively. With the increase value of β, the algorithm can converge rapidly in the initial
state, and the better stability; with the decrease value of β, the algorithm exhibits slow
convergence during its initial stage, and the speed is fast when it tends to be stable, and
increasing the step size to a larger value, which compromises the stability of the system.
When β = 3 and β = 6, it is relatively stable in the later stage of convergence. When β = 6,
the speed is faster in the early stage. Based on the above factors, β = 6 is selected.

The curves in Figure 3c are when γ is taken as 0.5, 1.5, 3.0, α = 1.0, β = 6, and m = 1.6,
respectively. With the increase in the value of γ, the algorithm can converge quickly in the
initial state. However, when the error e(n) is non-zero, the step size factor µ(n) becomes
zero, leading to the algorithm taking more time to enter the convergence state. When the
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value of γ is small, the shape of the curve deforms too fast, and it is likely to lose the best
point. Based on the above factors, γ = 1.5 is selected.

The curves in Figure 3d are when m is taken as 0.8, 1.6, 2.4, α = 1.0, β = 6, and
γ = 1.5, respectively. With the increase in the value of m, the algorithm can obtain faster
convergence at the beginning, but it will bring bad error values. When the value of m is
small, the error value can be kept in a smaller range, but it takes a long time to converge.
Through the above comparison, m = 1.6 is selected.

4. Simulation Analysis
4.1. Performance Verification of The Improved Variable Step Size Algorithm

To showcase the benefits of the ICVS-LMS algorithm in iterative convergence times,
steady-state error control, and tracking capability, as well as the impacts of parameters
α, β, γ, and m on the properties of the algorithm, the algorithm is simulated in MATLAB
R2017b software under the following conditions [20]: let the order of the adaptive filter
M = 2, and the unknown system is a transverse FIR structure. The tapping coefficients are
W∗ = [0.8, 0.5]T . At the 500th iteration, the system is time-varying, and the tap coefficients
change abruptly to W∗ = [0.4, 0.2]T . Assuming that the reference input signal X(n) and the
interference noise v(n) are both Gaussian white noise with zero mean, the variance of the
reference input signal X(n) is 1 and the variance of the interference noise v(n) is 0.04. The
number of sampling points of the system is set to 1000, and 200 independent simulations
are performed for each algorithm to achieve the statistical average and the learning curve
against different signal-to-noise ratio (SNR) backgrounds.

Figure 4 illustrates the convergence curves of the four algorithms. Looking at the
figure, it is evident that when faced with three different noise backgrounds (SNR values
of 20, 30, and 40, respectively), the VVS-LMS algorithm requires the highest number of
iterations to converge. On the other hand, the proposed ICVS-LMS algorithm demon-
strates the fewest iterations during the initial stage of convergence while maintaining a
relatively low steady-state error, which can effectively address the challenges of accel-
erating convergence and handling large errors encountered in the LMS algorithm. The
steady-state error is effectively suppressed at a low level by the proposed ICVS-LMS
algorithm under three noise backgrounds, and the benefits of lower iterative convergence
times and low error of the proposed ICVS-LMS algorithm become more obvious as the
SNR continues to increase.

To underline the superiority of the proposed ICVS-LMS algorithm, we compare the
convergence performance of the four algorithms across different signal-to-noise ratio
(SNR) levels by examining their respective iteration counts, as detailed in Table 1. When
the SNR is set at 20 dB, the ICVS-LMS algorithm achieves convergence within just 30
iterations, outperforming the LVS-LMS algorithm, which requires 170 iterations, and
significantly surpassing both the VVS-LMS and NDVS-LMS algorithms, both of which
demand more than 350 iterations. At an increased SNR of 30 dB, the ICVS-LMS algorithm
attains convergence in 60 iterations, while the LVS-LMS algorithm necessitates 200 iterations.
Moreover, the VVS-LMS and NDVS-LMS algorithms exhibit considerably higher iteration
counts at 400 and 380 iterations, respectively. As the SNR escalates to 40 dB, the ICVS-LMS
algorithm achieves convergence within 100 iterations, once again surpassing the LVS-LMS
algorithm’s requirement of 260 iterations. Additionally, the VVS-LMS and NDVS-LMS
algorithms maintain convergence behavior above 400 iterations.

To validate the traceability and convergence capability of the proposed ICVS-LMS
algorithm, as well as its comparison against existing algorithms, we tested the algorithm
when dealing with time-varying system occurrences. When the algorithm iterative process
reaches 500 iterations, the unknown system occurs in a time-varying manner, and Figure 5
shows the algorithm’s ability to cope with the time-varying system under different SNR.
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Based on the information presented in Figure 5, it is evident that the proposed ICVS-
LMS algorithm can achieve rapid convergence in approximately 50 iterations, even when
dealing with an unknown system that exhibits time-varying characteristics, while the LVS-
LMS algorithm, the VVS-LMS algorithm, and the NDVS-LMS algorithm need about 100,
350, and 400 iterations to reach convergence, respectively, while the proposed ICVS-LMS
algorithm exhibited a rapid convergence speed while simultaneously sustaining a minimal
level of steady-state error, with obvious advantages and better coping ability.

4.2. Navigation Interference Suppression Effect Analysis
4.2.1. Simulation Verification of Interference Suppression Performance

Three interfering signals are added to the satellite navigation signal for the suppres-
sion simulation. The B1I satellite signal power is −160 dBW, the IF signal bandwidth
is 4.092 MHz, the center frequency is 1.546 MHz, the sampling frequency is 20 MHz,
three narrowband interfering signals are added with frequencies of 1.4 MHz, 2.4 MHz,
and 2.8 MHz, and they dry signal ratio is 50 dB. Four algorithms are employed for the
purpose of attenuating interfering signals and retrieving the original satellite navigation
signal. By effectively mitigating the interference present in the satellite navigation signal,
these algorithms successfully suppress the interference and yield a power spectrum that
accurately represents the reduced interference level.

Figure 6 shows the spectrum of the normal satellite navigation signal, the satellite
navigation signal joined with the interference, the proposed ICVS-LMS algorithm, the LVS-
LMS algorithm, the VVS-LMS, algorithm and the NDVS-LMS algorithm when suppressing
the three interfering signals. According to Figure 6, it is evident that the spectral line of the
narrowband interference exhibits a considerably greater magnitude compared to that of the
normal signal, and the four algorithms have inhibitory effects on narrowband interference
signals. Compared with the three existing algorithms in the literature, the adaptive filtering
using the ICVS-LMS algorithm proposed in this paper is more effective in suppressing the
three narrowband interfering signals.
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Figure 7 displays the amplitude comparison diagram of the three interference signals
processed by different algorithms. After implementing the algorithm proposed in this
paper, the amplitude of the three interference signals is reduced compared to that of other
algorithms and maintains a consistently low level.
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Table 2 shows the comparison of the suppression weakening of interference signals
between the ICVS-LMS algorithm and the existing algorithms. Regarding interference sup-
pression 1, the three existing literature algorithms exhibit similar suppression capabilities,
hovering around 38%. In contrast, this paper’s algorithm achieves a notable 46.4% suppres-
sion rate, demonstrating superior performance in weakening and mitigating interference
signals compared to the other three algorithms; in the suppression of interference 2, the
lowest suppression ability of the LVS-LMS algorithm is 57.98%. The VVS-LMS and the
NDVS-LMS algorithms interference suppression abilities are slightly improved compared to
the LVS-LMS algorithm, but the effect is limited, while the ICVS-LMS algorithm can improve
the interference suppression ability by more than 10% compared to the lowest level; in the
suppression of interference 3, the suppression ability of the four algorithms is improved
compared with that in interference 1 and 2, and the interference suppression ability of the
algorithm in this paper is still the most advantageous among the four algorithms.

Table 2. Comparison of interference suppression performance of the four algorithms.

Interference
Signals

LVS-LMS
Algorithm

VVS-LMS
Algorithm

NDVS-LMS
Algorithm

ICVS-LMS
Algorithm

Interference1 38.86% 37.99% 38.77% 46.40%
Interference2 57.98% 58.71% 60.19% 69.13%
Interference3 63.88% 65.09% 67.15% 76.10%

In summary, the suppression effect of the proposed ICVS-LMS algorithm on all three
interfering signals is better than the three existing algorithms, and the ability to suppress in-
terference is improved by 8.41–12.22%, which fully proves the superiority of the algorithm’s
performance in interference suppression.

4.2.2. Experimental Verification of Interference Suppression Performance

To verify the suppression effect of the algorithm on navigation interference signals, the
algorithm anti-interference performance verification hardware system structure is shown
in Figure 8, mainly using the satellite navigation signal simulator to generate normal
satellite navigation signals and the vector signal generator to generate interference signals
through the combiner into the IF signal collector, where the collected IF signal is subjected
to a series of operations, such as capture, tracking, positioning, and decoding, after the
anti-interference algorithm in the software receiver [42]. The signal source is the NSS8900
simulation source of Hunan Satellite Navigation Company (Changsha, China), and the
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interference source is the SMBV100 A Vector Signal Generator produced by Rohde &
Schwarz Company (Munich, Germany).
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The satellite capture results serve as a more intuitive indicator to assess the algo-
rithm’s effectiveness in mitigating and suppressing interference signals. In the simulation
experiments, the SNR of the navigation signal is deliberately set to −20 dB. Figure 9
illustrates the acquisition outcomes of four distinct algorithms after they have processed
the signals received by the receiver. The orange peak represents the acquisition peak of
the navigation signal.

The simulation results in Figure 9a reveal a distinct peak in the satellite capture
outcome from this algorithm. The adjacent interference peaks have been effectively
suppressed, minimizing their impact on the navigation signal. This reduction in in-
terference during capture safeguards against potential disruptions to the target signal,
ensuring the receiver’s accurate capture of the navigation signal and decoding of precise
navigation information.

The Figure 9b–d show that the existing algorithm is less effective in suppressing
interference when capturing satellite signals, and although there are peaks in the navigation
signal, there are more interference peaks in the surrounding area, which can easily interfere
with the target navigation signal in the process of capturing, thus, resulting in false capture
and affecting the subsequent tracking and positioning solution. It shows that the proposed
ICVS-LMS algorithm has a more effective interference suppression ability.
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5. Conclusions

This paper proposes an LMS time-domain algorithm based on the inverse cosine
function, aiming to address the vulnerability of satellite navigation receivers to narrowband
interference. The algorithm exhibits fast convergence, enhanced stability, and a lower steady-
state error compared to existing algorithms, thereby improving the receiver’s immunity to
interference. In satellite navigation signal narrowband interference suppression experiments,
the algorithm in this paper significantly outperformed existing algorithms in suppressing
the added narrowband interference signals. Upon capturing the navigation signal, the
algorithm proposed in this paper significantly enhances the prominence of the signal’s peak
while effectively reducing interference peaks. As a result, the risk of incorrect navigation
signal capture due to excessive interference is mitigated, leading to improved capture
accuracy. The research conducted in this paper establishes a crucial theoretical foundation
for mitigating narrowband interference within navigation receiver systems. Moreover, its
applicability extends to other domains, such as speech processing and equipment noise
reduction, catering to scenarios that require the attenuation or elimination of noise.
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