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Abstract: Delay multiply and sum beamforming (DMAS) is a non-linear method used in ultrasound
imaging which offers superior performance to conventional delay and sum beamforming (DAS).
While the combination of DMAS and coherence factor (CF) can further improve single plane-wave
imaging lateral resolution, by using CF to weight the DMAS output, the main lobe width and
aberration effects can be suppressed, which will improve the disadvantage of low lateral resolution
when imaging with a single plane-wave. However, in low signal-to-noise ratio (SNR) environments,
the speckle variance of the image increases, and there are black area artifacts around high echo objects.
To improve the quality of the scatter without significantly reducing the lateral resolution of the
DMAS-CF, this paper proposes an adaptive spatio-temporally smoothed coherence factor (GSTS-CF)
combined with delay multiply and sum beamformer (DMAS + GSTS-CF), which uses the generalized
coherence factor (GCF) as a local coherence detection tool to adaptively determine the subarray length
to obtain an improved adaptive spatio-temporally smoothed factor, and uses this factor to weight the
output of DMAS. The simulation and experimental data show that the proposed method improves
lateral resolution (20 mm depth) by 86.87% compared to DAS, 52.13% compared to DMAS, 15.84%
compared to DMAS + STS-CF, and has a full width at half maxima (FWHM) similar to DMAS-CE.
The proposed method improves the speckle signal-to-noise ratio (sSNR) by 87.85% (simulation) and
77.84% (in carotid) compared to DMAS-CEF, 20.37% (simulation) and 40.74% (in carotid) compared to
DMAS, 15.03% (simulation) and 13.46% (in carotid) compared to DMAS + STS-CFE, and has sSNR and
scatter variance similar to DAS. This indicates that the method improves scatter quality (lower scatter
variance and higher sSNR) without significantly reducing lateral resolution.

Keywords: ultrasound imaging; plane-wave; beamforming; coherence factor; adaptive; spatio-
temporally smoothed; delay multiply and sum beamforming

1. Introduction

In ultrasound imaging, we generally use a fixed focus at emission and a dynamic focus at
reception, which allows imaging at frame rates in the tens of Hertz to be obtained [1]; however,
this is not suitable for high frame rate imaging such as echocardiography, 3D imaging, and
elastography [2,3]. The plane-wave scanning approach achieves high frame rates, but the lack
of emission focus severely degrades the imaging quality. Although some traditional coherence
factor methods can suppress clutter and improve image contrast with low computational
complexity, the ability to reduce scattering variance and remove black-area artefacts is still
insufficient, which makes the image background inhomogeneous. Therefore, simultaneously
improving the lateral resolution and background scattering quality has become the focus
of this research. Based on the spatio-temporally smoothed coherence factor (STS-CF) [4],
we propose a new coherence factor method that can adaptively change the length of the
smoothing subarray according to the detection target. It provides better side and /or grating
lobe suppression, clutter reduction, and aberration correction. To achieve a trade-off between
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lateral resolution and scattering retention performance, we combined the new coherence factor
with the DMAS method to further improve lateral resolution.

One of the most common beamformers is the delay and sum beamforming (DAS),
but its ability to improve image resolution and suppress clutter interference is limited.
Giulia Matrone et al. introduced DMAS based on receive aperture autocorrelation, which,
unlike DAS, is a non-linear algorithm in which signals are combined and coupled and
then multiplied before summing [5]. This means that a correlation operation is conducted
on the echoes. Since DMAS multiplies echoes of almost the same frequency, DC and
second harmonic components appear in the output spectrum. Therefore, a band-pass
filter is added after the DMAS output to filter out DC components and higher harmonic
components, while the signal centered at 2 fy remains unchanged (f is the central frequency
of the echo), and finally the output of the filtered delayed multiplication sum (F-DMAS)
is obtained [6]. Compared to DAS, DMAS better suppresses spurious and noise via a
correlation operation, brings the measure of backward scattering signal coherence into
the beamforming process, and increases the number of new “artificial apertures” (because
the coefficient of the autocorrelation function is 2N — 1 and N is the number of received
apertures), thus reducing f# and resulting in an improvement in lateral resolution [7].
However, this imaging method requires further suppression of the side lobes to improve
the imaging quality.

A number of scholars have proposed correcting the output of DMAS with a CF-like
method, which can develop for side lobe suppression, clutter reduction, and aberration
correction. By adaptively weighting the beamsum, they can enhance image contrast
without sacrificing spatial resolution. In addition, they have low computational complexity
and are easy to implement. The most representative CF-like method is the coherence
factor (CF) [8,9], which is defined as the ratio between the coherent energy of the aperture
received signal and the total energy (non-coherent). By using CF to weigh the output of
beamforming, the side lobes and aberration effects can be suppressed, but this darkens
the image and even reconstructs the image with errors. p.-C. Li and M.-L. Li proposed
the generalized coherence factor (GCF), a spatial frequency domain version of CF, which
adds a low frequency signal that is not very different from the axial fundamental frequency
signal to the molecule of CF and improves the preservation of scatter [10]. Camacho
et al. [11] designed the phase coherence factor (PCF) and the sign coherence factor (SCF).
The principle is to replace the amplitude information with the phase information, and a
linear or exponential relationship curve was added to regulate the suppression of off-axis
signals and the retention of background scatter. This suppresses the side lobe and improves
the lateral resolution. The implementation of this technique is simple and practical.

Although the CF-like method combined with the DMAS beamformer has advantages,
the images may suffer some undesirable effects in a low-SNR environment. They include
overall image brightness reduction, increased speckle variance, underestimation of the
size of the point target, black area artifacts in the region around the high echo reflector,
and even removal of the speckle pattern. To solve the above problems, we introduced
and improved the spatio-temporally smoothed coherence factor (STS-CF) proposed by
MengLing Xu et al. [12], the essence of which is to measure the coherence between the split
subarrays. It uses spatial smoothing (i.e., sub-aperture averaging) to create overlapping
subarrays and temporal smoothing across multiple time samples to calculate the energy
of the coherence sum [13]. This method introduces a tunable factor, achieving a balance
between image quality and algorithmic robustness. However, the value of the subarray
length L is determined empirically, and the most appropriate L is different in different
environments, so the method performs generally in clinical applications.

To solve the above problem, we propose the GSTS-CF. In this study, we use GCF to
detect local coherence and adaptively determine the subarray length for spatial smooth-
ing [14]. Using this factor to weigh the DMAS output can improve the scatter quality
without significantly reducing the lateral resolution. This is more applicable in complex
clinical settings. Section 2 briefly introduces the framework background of GCF, STS-CF,
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and DMAS, and then we describe the proposed method. Section 3 describes the simulation
setup and experimental steps and provides some metrics for evaluating a different beam-
former. Section 4 shows the obtained images and discusses the results. The performance of
these methods and the possibilities for further improvements are discussed in Section 5.
Section 6 provides a conclusion of the proposed method of this paper.

2. Materials and Methods
2.1. Spatio-Temporally Smoothed Coherence Factor

In CF, coherence is measured by a single element at a single time metric [15]; the
formula of the CF is:

2
B Yo xm(p)
NYN_olxm(p)?

where N is the number of elements, and x,,(p) is the delayed signal received by the m-th
element at point p. These signals are susceptible to noise and side lobes interference. To
make the background region scatter more uniform, the STS-CF is introduced [11]. It divides
the array into N — L 4 1 mutually overlapping subarrays and measures the coherence of
the array signal at 2K + 1 sampling points. It uses the beamsum of the subarrays instead of
the single element signal [16]. The mathematical expression is defined as:

CF(p) @)
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where L is the length of the subarrays, and x,,(p + k) is the delayed signal received by the
m-th element at time index p + k. The temporal smoothed technique divides the received
array into N — L + 1 overlapping subarrays containing L elements and uses the subarray
instead of a single element to measure the coherence of the signal. L as an adjustable
parameter is able to balance between performance and algorithmic robustness, when K = 0
and L = 0, STS-CF is CF, when K = 0and L = M, STS — CF = 1, which means no
correction to the beamformer output.

2.2. Generalized Coherence Factor

CF not only suppresses off-axis interference but also filters out useful off-axis signals,
which is unstable in a low signal-to-noise ratio environment [14]. The GCF method is
based on an improved form of CF. To enhance the robustness, GCF considers the energy
of non-coherent scattering signals. It adds low-frequency signals that do not differ much
from the axial orientation to the numerator of Equation (1) [15]. It is defined as the ratio
of the spectral energy of a particular low-frequency region to the total energy, and its
mathematical expression is:

Yreer (£, p)?
GCF =
S AL
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where h(f, p) is the discrete Fourier transform of the delay-compensated aperture data for
imaging point p, and the low-frequency region (LFR) is determined by the cutoff frequency
My, which determines the performance of the GCE. When My = 0, GCF becomes CF.

2.3. Delay Multiply and Sum Beamforming

In DMAS, the signal is delayed, coupled, and multiplied, and then the absolute value
of the multiplied couple is square-rooted while preserving the sign, and the resulting signal
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is summed and band-pass filtered (BP). If the receiving aperture is N transducers, then
there will be N(N — 1) /2 combinations. The expression of DMAS is:

N-1 N — N
yomas(t) = Y. Y §[t] ; Z sign (si(t)s;(£))-1/ [si(t)sj(t)| 4

i=1 j=it+1

where s;(f) and s;(t) are the delayed RF signals received by the i-th and j-th transducer
elements, and sign(x) is the sign function. Due to the multiplication of signals with similar
frequencies, a DC and a second harmonic component appear in the spectrum of the DMAS.
Therefore, band-pass filtering is further introduced to filter the DC and higher frequency
components, and the filtered DMAS is called F-DMAS.

2.4. Proposed Method

We proposed an adaptive spatio-temporally smoothed coherence factor based on
GCE called GSTS-CFE, which uses GCF as a local coherence detection tool to determine the
subarray length adaptively [13]. To further improve the image sharpness of GSTS-CF, it is
combined with the DMAS, which is DMAS + GSTS-CF. The algorithm flowchart is shown

in Figure 1.
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Figure 1. Flow chart of the proposed methods.

weighted output

The flow of the algorithm is to weigh the output of the DMAS with the GSTS-CF
factor. The key point is to calculate the GSTS-CF factor. The calculation process of GSTS-CF
is divided into two steps. The first step is to improve the CF using a spatio-temporal
smoothing method to obtain the STS-CF factor. The second step is to detect local coherence
with the GCF and map the GCF onto the subarray length L so that its value varies adaptively.
So first, we divide the array into N — L + 1 subarrays, each containing L elements. This is
called the spatial smoothed method, and the diagram is shown in Figure 2.

1 2 3 X X+1 X+2 N-2 N-1 N
I - I -

Subarray 1

I forward smoothung
Subarray2 | ===---
|

Subarray N-L+1

Figure 2. Diagram of the spatial smoothing method.

Figure 2 shows the ultrasonic probe consisting of N array elements. The spatial
smoothing method is used to process the data by dividing the N array elements into
N — L + 1 subarrays, the first subarray contains the 1st to the Lth array element, the second
subarray contains the 2nd to the L + 1th array element, and so on, and the N — L + 1th



Electronics 2023, 12, 3902

50f 15

subarray contains the N — L + 1th to the Nth array element. The spatial smoothed method
computes the coherence of the subarray beamsums instead of computing the coherence
with a single element. Equation (1) calculates coherence using a single subarray, while
Equation (2) is a spatial smoothed method based on Equation (1), which uses a subarray
of L array elements instead of a single array element to calculate the coherence between
the arrays. Further, we measure the coherence of the subarrays at 2k + 1 neighbouring
time samples instead of a single time sample, which have improved array gain on SNR and
lowered side lobe levels. This is called the spatio-temporally smoothed method. L, as an
adjustable parameter, can only be determined empirically. In order to make L adaptively
changeable, we use the GCF to detect local coherence and map the GCF to the subarray
length L.

In general, as the subarray length increases, the STS-CF approaches 1, thus enhancing
robustness at the expense of lateral resolution. Therefore, to maintain the scatter pattern,
the L value should be larger, while for echo-free cysts and highly echogenic reflectors, the
L value should be smaller to obtain satisfactory image resolution and contrast [16].

Considering the performance of the GCF, the GCF values are small in non-coherent
scattering targets (i.e., in echo-free capsules), large in strongly coherent scattering targets
(i.e., high-echo reflectors), and tend to be moderate in low-coherent scattering targets (i.e.,
scattering spots).

According to the analysis above, when the value of GCF is large or small, we want the
corresponding L to be small, while when the value of GCF tends to be medium, we want
the value of L to be large.

In order to further determine the mapping relationship between GCF and L, we select
some points in the incoherent region, strongly coherent region, and low-coherent region,
respectively, to calculate the GCF value, and determine the appropriate L value at that point.
The evaluation criterion of L-optimal solutions is that in the low coherence region, the
scattering variance is the smallest, and in the strongly coherent region and the incoherent
region, the lateral resolution is the best. Different echo targets correspond to different GCF
values, and we selected 50 different targets whose GCF values were uniformly distributed
between 0 and 1. We also calculated the optimal L values corresponding to these 50 targets
and plotted a scatter plot, as shown in Figure 3a, using the GCF value of the point as the
horizontal coordinate and the L value as the vertical coordinate. The scatter plot is plotted
in matlab and then the geom_smooth() function is used to fit the scatter points; the optimal
model is selected as the Gaussian function model by calculating the AIC value. Thus, the
mapping of GCF to L is shown in Equation (5), and the fitting curve is shown in Figure 3b.
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Figure 3. (a) The scatter plot of appropriate L for GCF. (b) Fitting curves for scattered points.
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The fix is an integer operation, and GCF(p) is derived from Equation (3), which
takes values from 0 to 1, and the range of L(p) is 0 to N. The value of parameter « ranges
from 0 to 2. The smaller « is, the faster L(p) changes, and the more sensitive the algorithm
is to the detection of the target but the less robust [17]. In this paper, « = 0.2. The cutoff
frequency My of the low-frequency region in GCF is selected empirically, and different
selection will affect the results. In this paper, My = 10.

Then, bring L(p) into Equation (2) and replace fixed L with adaptive L(p) to obtain
the expression of GSTS-CF at point p:

- — 2
GSTS-CF(p) = I DA S A k)‘ 6
e K M—L(p)+1|g-L(p)+-1 2 (6)
(M - L(P) + 1) Zk:—K 21:1 Zm:l xm(P + k)‘

The method adaptively changes the subarray length, which gives it a stronger scatter
retention capability compared with the conventional CF, but the noise reduction capability
is not sufficient, thus combining it with DMAS. Weighting the output of DMAS with
GSTS-CF to obtain the output expression of DMAS + GSTS-CF as:

YDMAS+GSTS—CF = Ypmas X GSTS — CF(p) 7)
YpMAs is derived from Equation (4).

3. Simulation and Experimental Datasets
3.1. Simulated Data Set

A linear array probe with 128 elements (element width = 0.25 mm, spacing = 0.28 mm,
gap = 0.03 mm) was simulated using field ii for the generation of single plane-waves. The
excitation was a two-period Hanning-weighted sinusoidal excitation pulse with the central
frequency set at 3 MHz. The sampling frequency was 40 MHz. Two experiments were set
up in the sound field: the first was scattering points simulation and the second d was a cyst
simulation. All are images displayed at a 60 dB dynamic range. The details are as follows.

In the point imaging simulation, four-point pairs are placed evenly at depths of 20 mm
to 50 mm. The two points in a point pair are spaced 2 mm apart laterally. This experiment
analyzes the lateral resolution of the algorithm by whether the two points in the point pair
are clearly visible.

In the cyst simulation, the test model consists of 10,000 points, randomly distributed
ina40 x 10 x 5 mm?3 box. Within this volume, the reflectivity has a Gaussian distribu-
tion. Embedded in this area is a cylindrical cyst of 3 mm diameter, centrally located at
(x, v, z) = (0, 0, 45) mm. It is assumed that the cyst is echo-free and that the reflection
coefficient of its internal scattering points is zero.

3.2. Experimental Data Set

Vivo carotid scanning experiments were carried out using a Heskell 256-channel
ultrasound signal collector and RF data before beamforming was acquired using an L-15
(40 MHz) line array probe. The probe emits a single plane-wave during the experiment.
The dynamic range of the images was 60 dB [17]. All subjects gave their informed consent
for inclusion before they participated in the study. The study was conducted in accordance
with the Declaration of Helsinki.

3.3. Image Quality Metrics

In order to quantitatively assess the performance of different beamforming methods,
the following metrics are quoted in Section 4: the lateral resolution, contrast ratio (CR),
contrast-to-noise ratio (CNR), and speckle SNR (sSNR) [18]. The lateral resolution is
measured by calculating the full width at half maximum (FWHM, —6 dB beam width) [19]
of the main lobe in a lateral direction. The CNR is used to evaluate whether the image detail
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is sufficiently sharp, and sSNR is used to evaluate the quality of background scatter [20].
The CR, CNR, and sSNR are defined as follows:

CR = 20logy (P“) ®)
Mo
of — 07
sSNR = Hb (10)
o

where y; and py, are the average image intensities (before logarithmic compression) of the
cyst and background within a region, while ¢? and Ug are the corresponding variances.

4. Results
4.1. Simulated Point Target Results

From Figure 3a,b, we can see that the artifacts of DMAS are much smaller than
those of DAS, which is due to the fact that the correlation operation brings the metric of
backscattered signal coherence into the beamforming process, achieving better spurious
and noise rejection, but the image intensity decays as the depth increases [21-23]. The
weighted image has a better contrast and resolution, which can be seen in Figure 4c—f.
In the four images above, it can be found that the CF-weighted image has the sharpest
resolution of point pairs and fewer surrounding artefacts. The method proposed in this
paper (GSTS-CF) is the next best, and finally STS-CF is evaluated [14,24].
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Figure 4. Simulated single plane-wave imaging with a dynamic range of 60 dB. (a) DAS image,
(b) DMAS image, (c) DMAS weighted by the CF, (d) DAS weighted by the CF, (e) DMAS weighted
by the STS-CF, (f) DMAS weighted by the GSTS-CF. All images are shown in a 60 dB dynamic range.
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To further compare the lateral resolution of the different beamformer, we draw the
lateral projections of Figure 4 in Figure 5, while calculating the FWHM of the different
beamformer based on the lateral projections [25]. From Figure 5, it can be found that the
combination of CF and DMAS has the narrowest main lobe width. Weighting DMAS with
STS-CF also improves the lateral resolution, but compared to DMAS-CEF, there is still a gap.
In point imaging, the combination of DMAS and CF gives the best resolution because of
less clutter interference and a high echo SNR, but in complex environments with a low
SNR, the method will produce a large number of artifacts. The proposed method, which
combines the improved GSTS-CF with DMAS, has a slightly worse main lobe width and
side lobe amplitude than DMAS-CF, which weakens the suppression effect of CF and
makes a compromise between imaging clarity and algorithmic robustness [26]. It can also
be seen from Figure 5 that the GSTS-CF has a much-improved lateral resolution compared
to the STS-CF, and its FWHM converges to that of the CF-weighted beamformer. Although
CF-weighted beamformers have the best lateral resolution, they produce artefacts and
uneven background scatter in complex environments, as will be seen in the following
experiments.

20 Wi
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C

Figure 5. Lateral projections of the single plane-wave images in Figure 4. The point pairs were located
at (a) 20 mm and (b) 40 mm. The corresponding zoomed-in figures are shown in (c,d).

From Table 1, we can see the variation in the lateral resolution of different beamformers.
The CF-weighted beamformer has a narrower main lobe and higher lateral resolution due
to the fact that CF works well in a simple scattering environment with a high signal-to-noise
ratio [27]. The combination of GSTS-CF and DMAS achieves a lateral resolution similar to
that of the CF-weighted beamformer, which is significantly better than DMAS as well as
DMAS + STS-CE.
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Table 1. The FWHM for different methods at 20 mm and 40 mm depth.

FWHM (mm

Method 20 mm ( ) 40 mm
DAS 3.762 3.831
DMAS 1.032 1.157
DAS-CF 0.525 0.543
DMAS-CF 0.463 0.584
DMAS + STS-CF 0.587 1.034
DMAS + GSTS-CF 0.494 0.612

4.2. Simulated Cyst Target Result

A cyst is synthesized to compare the imaging quality of different algorithms [18].
Figure 6 shows that compared to DAS, DMAS has a clearer cyst demarcation line and lower
overall gray value. This is because DMAS has a narrower main lobe and noise floor. Thus,
we know that the performance of multiplying and summing is higher than summing, and
using adaptive weighting for DMAS can further improve the imaging quality. In Figure 6¢,d,
the CF over-suppresses the signal. Although the clutter in the cyst was effectively removed,
the background region was also over-suppressed, resulting in a lower average level of
background intensity (see Table 1) and an increase in background scatter variance, along
with a large number of artefacts [19]. It is also seen that the imaging reconstruction in
Figure 6¢ is biased. Because the off-axis signal amplitude is much larger than the true signal
amplitude when imaging in the region near the highlighted scatterer, using CF directly
would only result in incorrect imaging reconstruction [28]. By making a comparison, we
can see that DMAS + STS-CF and DMAS + GSTS-CF have clear cyst demarcation lines,
effectively eliminating background region artifacts and suppressing clutter in the cyst
region. The method proposed in this paper adaptively evaluates the subarray length with
GCF, and it has a more uniform background and lower scatter variance than DMAS +
STS-CF [29].

w
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(a)

(c)

35
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55

35
40
50
55
A0 5 0 5 10 >0 5 0 5 10 10 5 0 5 0

Avdal distance (mm) Axial distance (mm) Axial distance (mm)

(d) (e) (0

Figure 6. Single plane-wave images of the computer-generated cyst phantom reconstructed using
(a) DAS, (b) DMAS, (c) DAS+CF, (d) DMAS + CF, (e) DMAS + STS-CF, (f) DMAS + GSTS-CFE. All
images are shown in a 60 dB dynamic range.

Lateral cross-sections through the cyst target in the simulated images are shown in
Figure 7. It can be seen that DMAS-CF and DMAS + GSTS-CF have the lowest average
grey values, indicating that the internal clutter of the cyst is effectively removed [30]. The
greatest variation is seen at the cyst demarcation line, indicating that the two methods have
the clearest boundaries. Table 2 presents the results of the evaluation of the parameters
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(Tg, CR, CNR, and sSNR, and the areas used to calculate these indicators are shown in
the rectangle in Figure 6 [31]. It can be seen that DMAS-CF has the highest CR and the
lowest CNR and sSNR, while DAS has the lowest CR and the highest CNR and sSNR.
This indicates that the normal DAS has the best ability to preserve scatter quality despite
its low CR; however, neither method has the best CR, CNR, and sSNR at the same time.
The DMAS + GSTS-CF is a compromise between the CR and CNR and sSNR. Its CR is
comparable to the DMAS-CF, and CNR and sSNR are comparable to the DAS, while it can
be seen that the GSTS-CF outperforms the STS-CF. For (75, DMAS + GCTS-CF is also low,
just above DAS. This indicates a more uniform background scatter.

20|

Intensity (dB)
& A &
o o o

&
S
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Figure 7. Lateral cross-sections through the cyst target in the simulated images.
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Table 2. The cyst average intensity, background average intensity, CR, CNR, and sSNR of cysts for
different methods.

Method i Hp CR (dB) CNR sSNR o2
DAS 2.3838 x 1074 3.60 x 1073 —12.7348 1.7998 1.9323 0.0173
DMAS 1.7782 x 1074 7.09 x 1074 —16.6694 1.2375 1.4648 0.0698
DAS-CF 3.2876 x 107> 6.03 x 1074 —20.2362 0.9213 1.1923 0.0876
DMAS-CF 4.2484 x 1077 3.03 x 107° —32.9846 0.7694 0.9386 0.0945
DMAS + STS-CF 5.9576 x 107° 3.09 x 10* —21.6455 1.3393 1.5328 0.0583
DMAS + GSTS-CF 1.1661 x 10~ 5.03 x 1074 —29.3099 1.5420 1.7632 0.0352

4.3. Carotid Artery Experiment

Experiments were performed on human carotid artery scans, and the scanning site and
ultrasound signal acquisition device are shown in Figure 8. The RF data were processed
using a series of beamforming methods and represented on a 60 dB dynamic range. The
model diagram of the imaging site and the final imaging results are shown in Figure 9.

Figure 8. (a) Location of the collected carotid artery data. (b) Ultrasound signal acquisition device.
@ RF receiver and transmitter circuits, (2) line array probe, (3 signal generator.
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Figure 9. Carotid artery model maps and plane-wave imaging results. The green and red boxes
indicate the areas where data y; and p;, were collected (a) Carotid artery model maps, (b) DAS,
(c) DMAS, (d) DMAS + CF, (e) DMAS + STS-CF, (f) DMAS + GSTS-CF.

Compared with the simulation, this experimental object has a more complex structure
and more noise disturbances. In addition to the coherent noise of the echoes considered in
the simulation, there are a series of conditions affecting the signal quality, such as phase
distortion caused by the different transmission media and signal distortion caused by the
limited performance of the acquisition device. Therefore, to improve the imaging quality
of the experiment, we need a more precise signal acquisition device with the assistance
of interpolation processing and ultrasonic image denoising technology [32]. Although all
of this experimental imaging has some speckle noise, the analysis of the performance of
different algorithms is not affected.

It can be seen from Figure 9 that DMAS brings about a higher contrast ratio, but
at the same time it results in artifacts in the background, and the overall quality of the
image becomes darker. DMAS-CF suppresses the signal excessively, leading to image
reconstruction errors, while DMAS + GSTS-CF has a more uniform background area, and
the demarcation line between the vessel wall and the lumen can be seen more clearly. At
the same time, there are fewer artifacts in the echoless region inside the lumen. Compared
to the over-suppression of DMAS + CF, DMAS + GSTS-CF provides higher algorithmic
robustness, suppresses artifacts within the vessel lumen, and results in more uniform tissue
in the perivascular region. In contrast, although DMAS + STS-CF had similar effects, its
performance was lower than that of DMAS + GSTS-CE.

The pymen CR, CNR, and sSNR obtained by the different methods are given in Table 3,
and the regions used to estimate these metrics are marked with rectangular boxes in
Figure 9 (lumen i the average value of the vascular lumen region, which reflects the ability
of clutter suppression in the vascular lumen). In a complex scattering environment, the
CF-weighted beamformer has a very low CNR and sSNR, while the DAS has the lowest
CR. The GSTS-CF well balances the CR, CNR, and sSNR, suggesting that the GSTS-CF can
preserve scatter patterns well and achieve a high contrast.
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Table 3. Average intensity of the carotid lumen and sSNR of the scattered area.

Method Wumen CR CNR sSNR T,
DAS 7.8059 x 10% —11.324 2.0238 2.9260 1.58
DMAS 4.6285 x 10* —19.736 1.2876 2.0006 2.87
DMAS-CF 3.2523 x 10° —33.254 0.2375 1.5832 5.47
DMAS + STS-CF 3.3379 x 10* —25.232 1.3236 2.4815 2.53
DMAS + GSTS-CF 1.7438 x 10* —28.765 1.6342 2.8156 1.96

5. Discussion

In this paper, we use a coherence factor to improve the performance of DMAS, and
our motivation is to achieve a trade-off between lateral resolution and scattering retention
performance. Compared with DMAS + CF, the proposed method better preserves the
scatter pattern without significantly reducing the lateral resolution. Compared with DAS,
the proposed method greatly improves the lateral resolution and contrast while having an
approximate background pattern. GSTS-CF is essentially an improved STS-CF who uses
GCF as a local coherence detection tool and adaptively selects the appropriate subarray
length to conduct spatial smoothing. The combination of GSTS-CF and DMAS further
improves the image quality.

Tables 1-3 show that the proposed method improves lateral resolution (20 mm depth)
by 86.87% compared to DAS, 52.13% compared to DMAS, 15.84% compared to DMAS +
STS-CF, and has a full width at half maxima (FWHM), similar to DMAS-CE. The proposed
method improves the speckle signal-to-noise ratio (sSNR) by 87.85% (simulation) and
77.84% (in carotid) compared to DMAS-CEF, 20.37% (simulation) and 40.74% (in carotid)
compared to DMAS, 15.03% (simulation) and 13.46% (in carotid) compared to DMAS +
STS-CF, and has sSNR and scatter variance similar to DAS.

Because the subarray length L for GSTS-CF is estimated by GCF, the performance of
the proposed method is influenced by the My (cutoff frequency in the molecule of GCF).
As can be seen from Equation (1), the GCF increases with the increase in M)y, leading to the
change in L(p) in Equation (4). From Figure 3, it can be seen that in incoherent target, L(p)
increases with the increase in GCF, which leads to a slight decrease in lateral resolution
but a more uniform scattering area. In strongly coherent target, L(p) decreases with the
increase in GCF, leading to an improvement in the lateral resolution but a decrease in the
scattering quality. In low-coherent targets, the change in GCF has little effect on the results
because the curve of GCF values mapping to the length of subarray L(p) changes slowly in
this region. In clinical applications, we can change the value of M0 according to different
environments, and the default of My in this paper is 10.

During carotid data acquisition, the SNR of the signal is much lower than during
cyst simulation, especially when receiving echoes from deeper regions with greater signal
attenuation. In Figure 9, the images generated by DMAS + CF may not be suitable for
clinical applications because of the significantly lower amplitude levels in the background
and the loss of texture information. This is due to the fact that each channel signal has
different amounts of correlated noise and interference, and they have different SNRs.
Therefore, the weighting factor varies widely, and these artifacts may appear.

DMAS + STS-CF uses the spatio-temporally smoothed method, which enhances the
robustness to noise interference and side lobe interference in coherent measurements. As
a result, there is a lower scattering variance and higher sSNR, but the lateral resolution
is reduced. However, the artifacts of DMAS + STS-CF are more severe in the carotid
experiment (Figure 9) than in the cyst simulation (Figure 6). Because the choice of L is fixed,
it is necessary to choose a different L for different scenarios in clinical applications, which
affects the performance of the algorithm.

In Figure 9f, DMAS + GSTS-CF has higher robustness in complex environments.
Compared to DMAS + STS-CF, the method estimates a value of L(p) with GCF at each
imaging point, which significantly removes these artifacts by improving the scatter pattern
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(lower scatter variance and higher sSNR) while maintaining the clutter rejection capability
(lower mean value (}y,,¢,) in the vessel lumen).

Since the adaptive subarray length is estimated by the GCF, the performance of
the proposed method is affected by the cut-off frequency M0, and therefore in clinical
applications there may be drawbacks, such as noise, clutter, or other types of artefacts, if the
parameters are not set correctly. Nevertheless, the proposed method also has potential in
clinical applications. This is because the proposed method allows for a flexible selection of
the subarray length L according to the echo target and thus improves the lateral resolution
along with speckle protection. Thus, it may have potential for applications in the heart,
carotid artery, thyroid, tumors, etc. [33-36]. Using the GCF to estimate the subarray length
L(p) leads to a significant increase in computational effort because of the large number of
Fourier transforms in the GCE. However, graphics processing unit calculations have been
used to accelerate these beamformers for real-time imaging and thus can be used in the
method proposed in this paper to improve computational efficiency.

6. Conclusions

To improve the speckle quality (lower scatter variance and higher sSNR) without
significantly reducing the lateral resolution, we propose an adaptive spatio-temporally
smoothed coherence factor called GSTS-CF and combine it with DMAS. The simulation
and experimental results show that the method can obtain better background scattering
without affecting the lateral resolution. The algorithm is more robust and more suitable for
clinical applications.
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