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Abstract

:

With developments in OpenRAN and software-defined radio (SDR), the mobile networking implementations for radio and security control are becoming increasingly software-based. We design and build a lightweight and distributed software assurance scheme, which ensures that a wireless user holds the correct software (version/code) for their wireless networking implementations. Our scheme is distributed (to support the distributed and ad hoc networking that does not utilize the networking-backend infrastructure), lightweight (to support the resource-constrained device operations), modular (to support compatibility with the existing mobile networking protocols), and supports broadcasting (as mobile and wireless networking has broadcasting applications). Our scheme is distinct from the remote code attestation in trusted computing, which requires hardwarebased security and real-time challenge-and-response communications with a centralized trusted server, thus making its deployment prohibitive in the distributed and broadcasting-based mobile networking environments. We design our scheme to be prover-specific and incorporate the Merkle tree for the verification efficiency to make it appropriate for a wireless-broadcasting medium with multiple receivers. In addition to the theoretical design and analysis, we implement our scheme to assure srsRAN (a popular open-source software for cellular technology, including 4G and 5G) and provide a concrete implementation and application instance to highlight our scheme’s modularity, backward compatibility to the existing 4G/5G standardized protocol, and broadcasting support. Our scheme implementation incorporates delivering the proof in the srsRAN-implemented 4G/5G cellular handshake and connection establishment in radio resource control (RRC). We conduct experiments using SDR and various processors to demonstrate the lightweight design and its appropriateness for wireless networking applications. Our results show that the number of hash computations for the proof verification grows logarithmically with the number of software code files being assured and that the verification takes three orders of magnitude less time than the proof generation, while the proof generation overhead itself is negligible compared to the software update period.
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1. Introduction


Mobile networking control and function implementations are increasingly based on software. Such softwarization in control and function implementations include those for security control, mobile applications, and software-defined radio (SDR). Networking softwarization facilitates/expedites advancements and innovations in wireless and mobile networking systems. The innovations and R&D in wireless systems enabled by networking softwarization include using radio-based or mobility-trajectory-based metrics for information/data processing and machine learning (e.g., [1,2,3]), adaptive and flexible channel spectrum access (e.g., [1,2,4,5,6,7]), intelligent and dynamic security control to protect the wireless channel (e.g., [4,5,6]), wireless sensor networking control (e.g., [8,9,10]), and magnetic- or induction-based communications control (e.g., [11,12]). The softwarization of radio frequency (RF) technology also facilitates open-source software development for wireless systems (e.g., srsRAN for 4G and 5G [13]) as well as transparency and inter-operability across wireless system vendors and implementations (e.g., OpenRAN [14,15]).



Due to the increased reliance on software implementations for mobile computing and networking, our goal is to achieve software assurance to ensure that a mobile user holds the correct software version/code for the networking implementations. Remote code attestation in trusted computing can provide such software assurance but is only available in centralized networking environments due to the technology’s reliance on the trusted authority verifier. To enable software assurance in distributed networking applications forgoing centralized authority (c.f. internet-of-things or IoT), we design and build a software assurance scheme feasible and appropriate for distributed and lightweight networking. We distinguish our approach from remote code attestation by making it lightweight and distributed in hardware requirements (forgoing a hardware-based trusted computing/trusted execution environment), ecosystem (no need for trusted centralized server for verification), and in networking (no back-and-forth real-time networking). Our scheme also supports broadcasting communications by designing our proof to be prover-specific (but not verifier-specific) to enable one-to-many delivery. Because our scheme supports broadcasting applications with many receivers/verifiers, we prioritize the verification efficiency in our scheme design. However, our scheme for software assurance forgoing a centralized server and pre-established trust has a trade-off in the security property because it only assures that a wireless user/prover holds the software code files. In contrast, code attestation provides stronger integrity assurance, including the code execution. Section 2 further discusses remote code attestation and compares our scheme with that technology, and Section 7 discusses the application scope and relevance of our scheme.



We design our scheme to build a distributed and lightweight software assurance for mobile systems. Our scheme generates a user-specific proof by taking the software code files and the user ID as inputs. The user ID is distinct for each user; the user ID used in proof generation makes the proof unique to that user generating the proof. The proof-generating user shares their proof with the other mobile user who is interested in communicating. Our scheme prevents another user from generating the correct proof without having the correct software code files and from reusing other users’ proofs. While building on the standard cryptographic primitives anchoring the modern-day digital security, we prioritize the distributed design (no need for centralized authority with pre-established keys) and the efficiency/lightweight operations (verification efficiency enabled by Merkle tree construction). Our scheme design thus enables the scheme in broader applications for mobile and wireless systems, including those for distributed ad hoc networking (without utilizing the networking-backend infrastructure), those based on resource-constrained devices (limited hardware and power capabilities), and those based on broadcasting communications (which wireless communications using the open air medium inherently supports).



In addition to the theoretical design and analysis (which is abstract and can be applied to different software and protocols), we implement our scheme on srsRAN (a popular open-source 4G/5G software for SDR [13]) to provide a concrete implementation instance of our scheme. We use srsRAN in two ways. First, we assure the srsRAN software; the srsRAN software becomes the input/object of our software assurance computing, and the proof generated and verified depends on the srsRAN software. Second, we build on the srsRAN software implementation to integrate the proof exchange and verification in the cellular handshake and connection establishment in the radio resource control (RRC) in 4G/5G; the software assurance proof generation, however, computes on the software as downloaded from the srsRAN distributor rather than our updated software implementation to include the proof delivery in the RRC handshaking. We focus our implementation and experimentation on the scenario where the base station is the prover, and the proof is transmitted along with the base station’s broadcasting message to initiate the RRC handshake with the user equipment. Such implementation highlights our scheme’s broadcasting support and the compatibility with the existing 4G/5G standardized protocol. Furthermore, we describe and discuss some of the reliability-critical srsRAN software versions to highlight our scheme’s application and utility.



The rest of the paper is organized as follows. We discuss related work in Section 2 and design our scheme, including the requirements and the prover and verification perspectives, in Section 3. Section 4 analyzes the computing overhead and how it scales with the number of code files for the assurance. We implement our scheme on srsRAN, open-source software for 4G/5G mobile networking implementations, in Section 5, while validating and analyzing the performance of our scheme in Section 6. In Section 7, we discuss our scheme’s relevance and applications in wireless and mobile networking and highlight some of the srsRAN updates/versions we assure in our implementation in the previous section. We discuss our potential future research directions in Section 8, and Section 9 concludes our paper.




2. Related Work


We describe the related research in mobile networking to achieve software assurance/integrity. Section 2.1 describes the hash-based Merkle tree applications in other computing and networking contexts, as our work also utilizes Merkle tree as a part of our scheme but in mobile and cellular networking. Section 2.2 reviews the body of research in remote code attestation in trusted computing, which can provide software assurance (our goal) but relies on the trusted authority for verification and is thus prohibitive in decentralized and distributed environments.



2.1. Hash and Merkle Tree Application


Our scheme builds on the cryptographic hash function, which is often used for integrity protection of its arguments/inputs (the inputs can be networking payload or stored files or data). Among these hash applications are those using a Merkle tree structure for efficiency [16], similar to our approach. These applications using hash and Merkle tree include the block device integrity at the OS kernel level, e.g., dm-verity [17], file storage [18], the cryptocurrency software integrity [19], and the transaction integrity on cryptocurrency blockchains (Merkle tree is used for the data efficiency for ledger storage and networking) [20,21]. The Merkle tree and hash function also have applications in secure file transfer through the network [22], file storage in the cloud [23], and secure intelligent video surveillance [24]. Our work also uses the hash function and the Merkle tree structure as the underlying primitive/tool but with different inputs and for different applications of the software code assurance in mobile networking.




2.2. Remote Code Attestation


Related to our goal are the previous works in trusted computing that studied the remote code attestation using both the software and the hardware security (e.g., trusted platform module and trusted execution environment), real-time interactive protocols for providing fresh evidence (e.g., challenge and response), and a remote trusted server, e.g., [25,26,27,28,29,30,31,32,33,34,35,36,37]. Some of the aforementioned previous research specifically focused on the wireless and mobile networking context [34,35,36,37] and is thus especially related to our work. In [34], the authors proposed two attestation protocols for wireless sensor networks where the base station and the sensor node use node-specific identities during attestation and involve additional networking communications, including the challenge–response protocol (to authenticate the attestation request). In [35], the nodes in the system rely on a trusted management center for registration, key distribution, and authentication for the attestation.



Remote code attestation has stronger security properties building on mutual authentication and implies assurance but requires greater resources in hardware [38], ecosystem, and networking. Its reliance on a trusted centralized server for attestation verification also challenges the deployment in the mobile applications in distributed or ad hoc environments. Its real-time interaction for fresh proofs between specific entities poses challenges to its modularity and deployment in broadcasting environments. For example, the remote code attestation literature requires the exact configuration and current/fresh states of the prover’s computing and memory device during attestation [25,26,27,39,40]. In contrast, our work focuses on the source code files as downloaded and distributed by the software distributor (we do not use the compiled files for such a property). Furthermore, our work eliminates the real-time interaction between the entities for fresh proof and instead uses only local computing by the prover for the proof generation. Using the prover-specific ID for proof generation also makes our scheme feasible in broadcasting environments, as discussed in Section 1, in contrast to remote code attestation.



We do not intend to replace remote code attestation when remote code attestation can be afforded. However, our scheme can coexist with remote code attestation and enable greater assurance occurrences (cheaper and more lightweight in general). We design our software assurance scheme to broaden its applications and enable it in distributed, decentralized, and broadcasting environments. We discuss further our scheme’s application scope and relevance in Section 7, including how it can coexist and be supplementary in centralized networking in Section 7.3.





3. Our Scheme: Design and Approaches


This section defines the prover and the verifier roles (these logical roles can be reversed between the wireless users), the proof generation process at the prover, the networking/communication exchange between the prover and the verifier, and the verification process at the verifier. Section 3.2, Section 3.3, Section 3.4, Section 3.5 describe the scheme and the protocol. Before describing our protocol scheme, Section 3.1 explains the requirements and how our design and approaches fulfill them; the first two requirements are for integrity, while the last two requirements are for correctness and efficiency by utilizing Merkle tree incorporation.



3.1. Approaches and Rationale


3.1.1. Requires the Software for Correctness and Integrity


We design our scheme so that only the users who have updated the software and have the corresponding files can generate and provide the assurance proof. We define the attacker as a user who attempts to generate or provide the proof without updating the software and having the software files. Such an attack violates the scheme’s integrity because the attack, if successful, can assure and claim that it holds the software without actually holding it, defying our scheme’s design goal. For security, to prevent an attacker without the files from generating the correct proof, we build on the well-established cryptographic primitives for our scheme, i.e., the one-way and collision-resistance properties of the cryptographic hash function. The one-way property, also known as the pre-image resistance, disallows the attacker from reversing the hash functions. Therefore, in our scheme, the attacker cannot derive the leaf nodes in the Merkle tree from the root proof. The weak collision resistance, also known as the secondary pre-image resistance, disallows the attacker from modifying the input of the hash function to find its corresponding hash output to match the expected one; in our scheme; the attacker cannot tamper with or control the file or the ID to derive the same root/proof of the Merkle tree as the expected proof. Furthermore, we take the following two approaches for security to disable an attacker from reusing the proof of other users (e.g., after eavesdropping). First, we design our scheme so that the proofs are unique to each user and depend on the user ID; we include the user ID (e.g., the user’s IP address) as the input for generating the proof. Second, we only network the proof output (the Merkle root) as opposed to the intermediate branch values, i.e., all the other intermediate values, except for the root proof, stay and are processed within the local host (similarly to a private key in public-key cryptography).




3.1.2. Synchronization


Because the proof generation and verification occur on separate users (called the prover and the verifiers), we require the proof to be consistent and the same across the users. We establish a rule for ordering the files for input into our scheme, which, in our implementation, is based on the file sizes. We also use the source code files, as opposed to the compiled files/executables or metadata, which can vary across the machine implementations and operating systems, for the inputs of our proof generation.




3.1.3. Broadcasting and Verification Prioritization


Our scheme is designed to support broadcasting with one transmitter and multiple receivers. Our scheme achieves broadcasting support by having the proof be prover-specific. The broadcast communications include the source user address (i.e., ID) but do not include a specific singular destination address. (In some broadcasting communications, such as Ethernet, a generic destination user address is used to address and transmit to multiple broadcasting receivers (i.e., broadcasting ID), but this is not specific to a single receiver/verifier.) In our scheme, the proof is prover-specific but not verifier-specific; the prover uses its source address as ID and source code files to generate the proof but does not use any information specific to the verifier. Different provers generate different proofs; however, given a prover and its proof, different verifiers use the same proof for verification. Hence, the proof does not include any information about a singular specific destination, enabling multiple receivers to verify the proof from multiple users. We use the Merkle tree to enable quicker verification of the prover-unique proof because only the ID changes across the different wireless users (while the rest of the code files remain the same). Using the binary Merkle tree, the verification complexity scales logarithmically with respect to the source code files, as opposed to the proof generation scaling linearly. We also prioritize the verification efficiency to better support the greater number of receivers/verifiers than the transmitter/prover in broadcasting and the greater verification occurrences than the generations in general, similar to the cryptographic ciphers prioritizing the efficiency of decryption/verification over encryption/signing. Our scheme’s design to support broadcasting is a strength distinguishing our work from previous related work described in Section 2.2. We also choose a concrete implementation scenario, as a part of the 4G/5G radio control handshaking, to highlight these strengths in Section 5.





3.2. Introducing Prover and Verifier


In our scheme, the prover (providing the proof for its code assurance) requires generating the full tree to compute the root. The verifier is required to have the same code files (e.g., the same software version implemented) and have previously computed the prover operations. If a verifier does not have the same software and has not computed its own proof, then the verifier cannot assure the software.




3.3. Proof Generation at Prover


Our design uses the Merkle tree [16,41] with the code files and the user ID as inputs. We construct the Merkle tree as a binary hash tree where each parent node has two child nodes below itself. The parent node is the resultant hash value of the two child nodes. The top parent node is the Merkle root, hence the proof. The leaf nodes (i.e., the code files and user ID) are the initial child nodes of the Merkle tree in our scheme. We denote F as an ordered set of code files. To make it a balanced tree and have the number of leaves/files be a power of two, we introduce another set   F ^   which is a cyclic extension of F with   2   ⌈   log 2   ( | F | )  ⌉    number of elements (i.e.,    |   F ^   | =   2   ⌈   log 2   ( | F | )  ⌉    ). For example, in Figure 1, there are 10 code files, i.e.,   F = {  F 1  ,  F 2  , … ,  F 10  }  . We round this to the next power of two such that we construct a new set   F ^   that has a size of    |   F ^   | =    2   ⌈   log 2   ( | 10 | )  ⌉   =  2 4   = 16  . The additional files are generated by cycling through the previous files in F so that    F ^  =  {  F 1  ,  F 2  , … ,  F 10  ,  F 1  ,  F 2  , … ,  F 5  }   .




3.4. Networking Proof from Prover to Verifier


Given   F ^  , the prover generates the full tree, including the root which is the proof to be provided to the verifier. The other hash outputs/nodes within the Merkle tree stay within the prover’s local machine and are not communicated/networked, i.e., the prover does not share the other hash outputs/nodes with anybody.




3.5. Verification at Verifier


To verify the prover’s software, the verifier receives the proof from the prover and compares it (the received) with the one it computes/regenerates using the prover’s ID (the computed/regenerated). The prover’s ID is available at the verifier as a part of communication delivery. The locally stored nodes, marked in yellow in Figure 1, are known to those who hold the software code and have completed their own proof generation using their own ID. During verification, the locally stored nodes are used to regenerate the root/proof. For the regeneration, the verifier, thus, only needs to update the hash nodes which are affected by the ID (to be more precise, the prover’s ID which is different from the verifier’s ID). Hence, during proof verification, the verifier uses the prover’s ID to regenerate the root/proof. In Figure 1, the nodes marked in blue and located on the far left correspond to the set of hashes that are unique to the ID and need to be regenerated for verification.





4. Computing Scalability Analysis


Our scheme can be applied to a part of the code requiring stronger assurance or the entire code base and its computational complexity depends on the number of code files being tested. Table 1 summarizes our computational scalability analysis. Section 6 measures how the overhead scales in physical time, including measuring the time overhead of a hash function computation, our scheme, and across software version updates varying the number of files.



4.1. Proof Generation at Prover


The prover generates the full Merkle tree as the proof (the root of the tree) for the proof generation at the prover that requires the entire tree construction. The number of hash computations required for the entire tree construction is   |  F ^  |  − 1    =    2   ⌈   log 2   ( | F | ) ⌉    − 1  . Because    2   ⌈   log 2   ( | F | ) ⌉    ≤  | F |   , this is upper-bounded by   2 | F | − 1 = O ( | F | )   and grows linearly with respect to the number of files,   | F |  .




4.2. Proof Verification


The verification at the verifier is much more efficient than the proof generation by the prover because of the use of the Merkle tree. The verifier only needs to re-compute the Merkle tree nodes which are updated due to the change in ID; it will regenerate part of the tree whose inputs are affected by the new prover ID received (the blue nodes in the example in Figure 1). The verification, therefore, only requires the number of hash updates of    log 2   ( |   F ^   | )    =    log 2   (  2   ⌈   log 2   ( | F | ) ⌉    )   =  ⌈  log 2   ( | F | )  ⌉  . Given the number of files   | F |  , the number of hash computations needed for verification is upper-bounded by    log 2   ( 2 | F | )  =  log 2   ( | F | ) + 1 = O (   log 2   ( | F | ) )   . The hash computation scales logarithmically with the number of files.





5. Implementation of Software Assurance on Cellular SDR Communication Software


While we describe and analyze our scheme in the abstract, using variables and theoretical analysis in Section 3 and Section 4, we implement and incorporate our scheme in a cellular networking system to provide a concrete implementation instance in this section. We implement, validate, and test our scheme on srsRAN. srsRAN is an open-source software-defined radio (SDR) suite for researchers and developers in mobile networking, 4G LTE, and 5G NR [13]. We separate computing (intra-node operation) and cellular handshake incorporation (inter-node operation) for our presentation. We mostly focus on the latest srsRAN version 23.04 but test it with other software versions as well, for example, Section 6.3 tests and evaluates our scheme on all srsRAN versions. Our implementation is based on Java 17 and the C++ programming language. It uses the IP address for the ID in the computing and base station cell ID in the cellular handshake, while we use SHA-256 for the hash function for both of the implementations. The experiments are conducted over a range of samples (  10 3  ∼  10 5  ), and we present the averages and the   95 %   confidence intervals to show the statistical significance of our experimental results. We make our source code repository public [42,43] for the community to reproduce the results.



5.1. Computing Software Assurance of srsRAN


We implement the proof generation and the proof verification as described in Section 3. The proof generation on the prover involves the construction of the Merkle tree (the Merkle root is the proof) where the source code files of srsRAN are input to the leaf nodes. The source code files are arranged in ascending order based on the file sizes and read into an ArrayList representing F, from which   F ^   is derived. Each node in the Merkle tree includes the following data fields: the path to the file, the corresponding hash of the file, and the index mapping from files to the ordered set of leaf nodes   F ^  . We implement a binary Merkle tree, and the construction details of the binary Merkle tree are described in Section 3.3. On the other hand, the proof verification involves a partial reconstruction of the Merkle tree (updating the nodes affected by ID) and comparing it with the proof value transmitted by the prover. Initially, the verifier generates its proof using its ID and stores the nodes locally, as described in Section 3.5. The verification is successful if the reconstructed Merkle root is the same as the proof transmitted by the prover.




5.2. Cellular Handshake Incorporation in RRC


We incorporate our software assurance in the cellular handshake implemented in srsRAN. We build on the offline and intra-node operations of proof generation and verification computing (the srsRAN software is the subject and the input), and then use the resulting proof and incorporate it in the real-time handshaking networking implemented by srsRAN.



While any entity can serve as the prover and the verifier, we focus on the scenario where the base station is the prover and the user equipment is the verifier to highlight the broadcast support strength of our scheme. More specifically, we focus on radio resource control (RRC) communications, where the base station broadcasts its RRC messages to the nearby user equipment. In our scheme implementation, the base station as the prover appends the proof along with the SIB1 message, and the user equipment, as the verifier, receives the proof and verifies the base station software.



We build on the standardized RRC protocol and incorporate our scheme into it so that it is backward compatible with the standardized protocol. Our implementation supports the modularity of our software assurance design and the backward compatibility by not introducing additional networking transmissions on the RRC handshake; it adds more bytes within the allowable range by the current 4G/5G standardization. Figure 2 illustrates the standardized RRC communication (black color) along with our scheme’s incorporation (blue color). RRC, as the name indicates, focuses on pairing and radio resource establishment for the communication link between the user to the base station, including the medium access control (MAC) channel selection and control. RRC communication begins with the base station that broadcasts system information messages, namely, master information block (MIB), system information block type 1 (SIB1), and other system information blocks (SIBs) to the user equipment. Among these system information messages, the SIB1 message contains cell-specific important system parameters (such as network identifiers including cell ID) that user equipment use to initiate the connection with the base station. The user equipment establishes an RRC connection setup with the base station by a three-way handshake after receiving the broadcast messages.



In our implementation design (refer to blue color in Figure 2), the base station generates the proof of its software version using cell ID before initiating the RRC communication and appends it in an SIB1 message while broadcasting. After receiving the SIB1 message, the user equipment updates its Merkle root/proof using the cell ID (received in SIB1) and verifies the proof by matching it with the base station’s proof. Upon successful proof verification, the user equipment initiates the RRC handshake. In the implementation, only 32 bytes of data are added into the standard SIB1 message (52 bytes), and only the proof verification overhead is contributed to the overall RRC handshake time.




5.3. User Equipment and Base Station Simulations and Hardware


We simulate a cellular user equipment and a base station for our cellular communication implementation and experimentation. We use a Mini PC to simulate the user equipment (the client of the cellular service provision) and a computer to simulate the base station (the immediate node communicating with the user equipment as part of the cellular service provider), the specifications of which are in Table 2. While we use additional hardware platforms to implement our software assurance computing (analyses of which are in Section 6.2), we use the Mini PC for the user equipment simulation because of its compatibility with srsRAN to enable the radio resource control (RRC) implementations. For example, srsRAN does not support the RRC implementations on the phone. We mainly focus our results and analyses on the user equipment (based on Mini PC) and the base station (based on the computer), except for in Section 6.2. We show the experimental setup for incorporating our software assurance in cellular RRC handshake using the base station and the user equipment in Figure 3. We use Ettus USRP B210 software-defined radios for wireless connectivity between the user equipment and the base station while maintaining a 5 meter line of sight distance. We modify the source code of the RRC protocol stack in srsRAN version 23.04 to include the proof inside the SIB1 message, as described in Section 5.2.





6. Experimental Results and Analyses


6.1. Computing Performances on User Equipment and Base Station


This section provides an analysis of the computational performance of our scheme on cellular network nodes, i.e., the user equipment and the base station. We perform this experiment to reflect how these network nodes (user equipment and base station) will perform when incorporated into a cellular networking environment with respect to computation. We analyze the performance based on the average value taken over 26,000 samples and the 95% confidence intervals to show the statistical significance. Figure 4 illustrates the computational performances (latency) of the user equipment and the base station for proof generation (Proof Gen.), proof verification (Proof Ver.) and underlying hash function computation only (Hash Only). The Hash Only focuses on the function itself without the peripheral overheads of reading and writing on the Merkle tree data.



We simulate the user equipment and the base station such that the base station has higher computing power than the user equipment. This choice implies that the computational latency is lower for the base station than for the user equipment, which is illustrated in Figure 4. The user equipment requires     254.27   242.12   = 1.05   times greater time for proof generation and     0.169   0.131   = 1.29   times greater time for proof verification than the base station.



Our scheme is based on the Merkle tree structure to prioritize the verification due to its higher frequency in use with mobile/wireless networking (e.g., the user equipment verifies the base station proof every time it attempts RRC connection setup, as described in Section 5.2). Therefore, in our software assurance, proof verification is significantly more efficient than proof generation. The proof verification latency overheads compared to that of the proof generation are     0.169   254.27   = 0.07 %   and     0.131   242.12   = 0.06 %   for the user equipment and the base station, respectively. We investigate the impact of the computational performance of the user equipment and the base station while incorporating our scheme using the open-source cellular networking suite srsRAN in Section 6.4.



We measure the Hash Only computations that take generating hash functions only without other overheads (e.g., read/write file contents for constructing the Merkle tree). We take the average value only over the whole sample space (  10 5   samples) and do not include the confidence interval. Furthermore, while the proof verification involves 11 hash computations (and the generation involves 2047 computations, including the inner-node computations within the tree), the read/write of the data from/to the Merkle tree data structure causes a sizable overhead in the proof verification. We estimate the hash-computation overheads of these operations from the Hash Only overhead measurements. The Hash Only computation contributes     ( 0.000030   ∗   2048 )   254.27   = 0.024 %   and     ( 0.000018   ∗   2048 )   242.12   = 0.017 %   overhead to the proof generation at the user equipment and the base station, respectively. For proof verification, the Hash Only computation contributes     ( 0.000030   ∗   11 )   0.169   = 0.195 %   and     ( 0.000018   ∗   11 )   0.131   = 0.0168 %   overhead at the user equipment and the base station, respectively.




6.2. Computing Performances on Other Platforms (Summary of Our Previous Work)


We implement our software assurance on more hardware platforms (beyond those used for the user equipment and base station, described in Section 5) to show the general applicability of our scheme and to simulate different hardware/computing capabilities. This section overlaps with our previous conference publication [44], and we, therefore, provide a summary to highlight the general applicability; our previous conference publication presents more analyses and results on the phone and Raspberry Pi (refer to Figure 5) based on the average values of   10 5   samples. We use a phone (Samsung Exynos 9820 at 2.84 GHz clock frequency), Raspberry Pi (Broadcom BCM2711 Cortex-A72 1.8 GHz clock frequency), and a computer (AMD Ryzen Threadripper 3960X at 4.5 GHz clock frequency) to vary the hardware platforms and assure srsRAN version 22.04. Because srsRAN is not compatible with a phone or a Raspberry Pi for the RRC implementations (described in Section 5.2), we focus on presenting the results and analyses on the user equipment and the base station entities beyond this section.



The computational overheads decrease as the computing capabilities increase from phones to Raspberry Pi to computers. For proof verification, the phone takes     88.59   52.53   = 1.69   times longer than the Raspberry Pi and     88.59   2.066   = 42.9   times longer than the computer. For the proof generation, the phone takes    8757 5439  = 1.61   times longer than the Raspberry Pi and    8757  271.4   = 32.3   times longer than the computer.



For the phone, the hash computations take 11 · 4.49 μs = 48.939 s, which is     48.939   88.59   = 55.24 %   of the proof-verification overhead; for the Raspberry Pi, the hash computation takes 11 · 3.312 μs = 36.432 μs, which is     36.432   52.53   = 69.35 %   of the proof-verification overhead; for the computer, the hash computation takes 11 · 0.00284 μs = 0.03124 μs, which is     0.03124   2.066   = 1.51 %   of the proof-verification overhead.




6.3. Computing and Analyzing Different srsRAN Versions


While Section 6.1 and Section 6.2 present computational analyses with one srsRAN version (srsRAN v23.04 and srsRAN v22.04, respectively), we extend the analyses to other srsRAN versions in this section. We show the general applicability of our work, which is important as we envision a device using mobile networking to communicate with other devices which have different networking-implementation versions. This section focuses on the computational performances of the prover (base station) and the verifier (user equipment) with different versions of srsRAN. We take the average value over 1000 samples and include the 95% confidence intervals for the random experiments whose values are not fixed.



Since its initial release in June 2017 [45], the software has seen changes mainly in functionality and performance, with the number of code files tripling in size since its initial release (from 482 to 1582 for v2.0 and v23.04, respectively). Consequently, the time overhead to generate proofs and verify them has also increased. We compare the number of code files changed with the number of bytes for each code file changed throughout the software’s lifespan in Figure 6.



Our scheme only assures the code files (consistent across the users) and excludes the “other files” (which can vary depending on the OS/system)) in Figure 7a. For example,   | F | = 456   for srsRAN v2.0 on the far left.



We compare the time overhead for the proof generation of the base station (including hashing the code files and constructing the Merkle tree) in Figure 7c across the software versions. The computational overhead for the proof generation significantly increases from   57.917   ms for the initial version to   242.118   ms for the latest version. Therefore, the proof generation cost is proportional to the number of software code files we approximate in Table 1. Most of the proof-generation time overhead is for reading the contents of the file and hashing them (  97.26 %   on average across the srsRAN versions), while the remainder, for the Merkle tree construction and generating the final root/proof, is small (  2.74 %  ). Furthermore, the proof generation overhead is significantly smaller than the version update period, as the srsRAN versions were updated 26 times from 8 June 2017 to 15 July 2023. The srsRAN version is used for    2228 26  = 85.7   days or     2228   ·   24   ·   60   ·   60  26  = 7.40 ·  10 6    s on average (averaged across the version updates to date), which is significantly larger (seven orders of magnitude larger) than the proof generation costs (e.g., the maximum proof generation cost is   254.383   ms for v23.04). The proof generation is a single-time operation after any software version update, and the computational overhead (time, resource usage) depends on the number of source code files. In the real-world scenario, the frequency of software updates is much less than a single proof generation time. Therefore, our scheme is scalable in real-world software version update scenarios.



From the verifier’s (user equipment) perspective, Figure 7b compares the time cost to verify the proof across the different srsRAN versions. Because the verifier has already constructed the Merkle tree of the same srsRAN version, it only needs to update the ID-dependent nodes in the tree, making the overhead logarithmic compared to the proof generation. As the srsRAN version is updated from v17.9 to v17.12 and from 20.10.1 to 21.04pre, the number of leaf nodes for the tree construction (   |   F ^   |   ) changes from 512 to 1024, and from 1024 to 2048, respectively, causing a jump in computational time (by 0.039 ms and 0.077 ms, respectively). The verification time step size is almost two times (    0.077   0.039   = 1.98  ) greater than previously as the order of the leaf nodes increases. Because the number of files is large (ranging from 456 to 1582, as seen in Figure 7a), the proof verification is significantly more efficient than the generation, i.e., the proof verification is three orders of magnitude smaller than the proof generation for all of the srsRAN versions. To be more precise, the proof verification costs relative to the proof generation (i.e., the verification cost divided by the generation cost) for each srsRAN version range from 0.000501 (v23.04) to 0.000978 (v17.12).




6.4. Cellular Handshake with Software Assurance


In this section, we analyze our software assurance while incorporating it into cellular RRC handshaking. For the analysis, we calculate the average value over 1000 samples and include the 95% confidence intervals to illustrate the value range. Our experimental results are presented in Figure 8 and Figure 9. In Figure 8, we show the proof verification time (Proof Ver.) at the user equipment to verify the proof is     0.137   234.616   = 0.058 %   of the RRC handshake time. Hence, the proof verification computational cost at the user equipment has a significantly low impact on RRC connection completion time. The proof generation time (Proof Gen.) at the base station is   623.616   ms, which is independent of the RRC handshaking time. This is because the base station generates the proof after it receives the version update, which is prior to any RRC communication initiation (refer to Figure 2). However, proof generation is dependent on the software version update rate. We illustrate the srsRAN software version update rate in the last six years in Figure 9. The average number of software version updates per year is   4.33  , which implies the software version is updated every   85.7   days. The base station needs to generate the proof of the software   4.33   times in a year (with a period of   85.7   days), and it takes only   623.616   ms each time, which is a significantly lower overhead with respect to the software update period. Furthermore, we see the Proof Gen. time while incorporated in the RRC handshake is     623.616   242.12   = 2.6   times higher than that without incorporation (refer to Figure 4). This happens because our software assurance scheme shares computing resources with the srsRAN application.





7. Discussion about Relevance and Applications


7.1. Synergy with OpenRAN and Open-Source Networking Software Developments


Our work has high synergy with OpenRAN to improve transparency and open-source developments. srsRAN, the target software used in our implementation, provides the 4G/5G mobile protocol software implementations in open-source and in open-code to enable OpenRAN. We implement our scheme on all the srsRAN versions in Section 6.3. However, to provide more concrete utility and impacts of our scheme, we highlight some of the srsRAN version updates focusing on the reliability, stability, and security updates in Table 3. Applying our scheme to these software versions can provide greater assurances that the prover has the corresponding reliability, e.g., fixed bugs/issues/errors.




7.2. Lightweight, Distributed, Broadcasting-Friendly, and Expanding the Feasibility to More Applications


Our work emphasizes the lightweight and distributed design and implementation and, thus, provides greater deployment feasibility in enabling software assurance to broader applications than the remote code attestation in the following ways. First, the lightweight design will enable functionality in resource-constrained devices with limited hardware and power/networking capabilities. Second, the lack of real-time and user-specific networking makes our scheme broadcasting-friendly. Third, the verifier can be any machine/user which has the software code it wants to verify so that our scheme can be applied to distributed, decentralized, and ad hoc environments. Therefore, in distributed networking forgoing a centralized server for sensor, device-to-device, or ad hoc networking, our scheme can achieve software assurance and verify the software codes/artifacts. In contrast, remote code attestation relies on centralized server operations and is, thus, prohibited in such networking environments. Examples of such distributed-networking applications include vehicular, drone, peer-to-peer (P2P), and military/defense field communications.




7.3. Limitations and Supplementary in Centralized Networking Environments


In other applications that can afford a centralized infrastructure, our scheme can supplement remote code attestation to enable verification/assurance with greater frequency and greater deployment places in the networking topology. For example, the base stations and the user-closer routers on the cellular service provider’s edge can deploy our scheme for additional layers of verification and assurance. In contrast, there is no such verification/assurance on those edge network devices but only on the core network servers (hops/routers away from the user) in the current standardization and deployment of 4G and 5G [46]. We envision our software assurance scheme to be complementary to the remote code attestation in such centralized applications. For example, our software assurance can be used when the centralized verifier does not have stable connectivity (frequently unreliable) or in resource-constrained networking where additional real-time networking interactions become cost-dominant. However, our scheme does not replace remote code attestation in centralized networking applications, because remote code attestation can provide additional integrity protection beyond our scheme, such as real-time execution as discussed in Section 2.2.





8. Future Research Directions


8.1. Systems Study to Apply Our Scheme to Other Distributed Computing Applications


This paper takes a systems approach to incorporate our software assurance in cellular broadcast handshaking. Our scheme can be effective in checking whether a node holds the right software in other distributed networks, including internet of things (IoT), sensor networks, smart grid, vehicular networking, and distributed cryptocurrency [19], among others. We consider our scheme to be especially useful when distributed networking devices implement their functionalities based on open-source software. In these distributed networking contexts, the machines (the distinct users in ad hoc networking or the end devices and the edge devices in cloud networking) can utilize the software assurance to verify/assure the software version they are using. Such implementation omits the reliability of centralized servers to verify the software codes of the nodes which saves communication and computational overhead.




8.2. Coexistence Study with Code Attestation in Centralized Computing


Some mission-critical applications (including those in IoT, sensor networks, and smart grids) widely use remote code attestation, as discussed in Section 2.2, when centralized server and real-time commit-and-reveal can be afforded. Our lightweight scheme has higher feasibility as well as lower deployment requirements than the remote code attestation, enabling the scheme’s implementation on greater nodes. For example, edge networking devices can provide software assurance of end devices using our scheme, and the real-time interaction between the end device and the centralized trusted server can occur for further code attestation later on.




8.3. Assuring beyond the Software Code


We use source code files to generate proof of our software assurance scheme, i.e., we assure that the prover holds the software code. Incorporating a reproducible build of the software can improve our scheme and, more specifically, its security benefits. A build or compiler’s outputs are reproducible “if given the same source code, build environment, build instructions, any party can recreate bit-by-bit identical copies of all specified artifacts” [47]. The reproducible build assures the consistency and integrity of the built software, making it more difficult for attackers to alter the code during its compiling/construction. Fourné et al., in [48], discussed the importance of the reproducible build for software security and provided recommendations on integrating reproducible builds in open-source software. It can be used in our software assurance scheme to generate the proof using the executable files because, in a reproducible build, the executable files are the same regardless of the environment in which it is built. Reproducible builds can aid in software security because of their defense against the compiler-level compromise and, therefore, can especially be useful in mission-critical systems. For example, related to our current paper (we incorporate software assurance on 4G/5G networking), mission-critical vehicular networking in cellular vehicle-to-anything (C-V2X) communications builds on the cellular networks of 4G or 5G and can incorporate reproducible build for greater software integrity than just using our scheme for assuring software code only.





9. Conclusions


We design and build a lightweight and distributed scheme forgoing hardware-based and centralized trusted computing for software assurance in mobile and resource-constrained device networking. Our assurance proof construction and verification build on the robust cryptographic primitives of the hash function for the integrity of our scheme so that only users who have the software can generate and verify the proof. Our proof also depends on the prover ID, and the prover and the verifier communicate only the proof (the minimal but sufficient information needed for the assurance). Our scheme utilizes the Merkle tree for proof verification efficiency. We analyze the scheme’s scalability with the number of target software code files being assurance and show that the number of hash computations for proof verification grows logarithmically, in contrast to the proof generation growing linearly. In addition to theoretically describing and analyzing our scheme, we implement and incorporate our scheme into a cellular networking system using the popular open-source cellular implementation in srsRAN. Our implementation involves various computing processors and software-defined radios (SDRs) to simulate the user equipment and base station in 4G/5G networking. We integrate our scheme to assure the wireless software in the cellular networking handshaking in RRC to highlight the broadcasting support and compatibility to the 3GPP-standardized networking protocol. Our experiments show that the computational overhead in the time duration has a proof verification overhead three orders of magnitude smaller than the generation, and that the proof generation itself is seven orders of magnitude smaller than the average software version period (the average period between the software updates). Because our scheme is lightweight (in hardware requirement, ecosystem/server-reliance requirement, and networking), it can enable software assurance in broader wireless applications, including those requiring distributed, ad hoc, resource-constrained, or broadcasting-based operations. We anticipate our scheme will increase in its importance and use as more of these wireless applications emerge, e.g., internet of things (IoT).
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Figure 1. The binary Merkle tree structure of the proof (the “root”) given the code files (  F 1   to   F 10  ). 
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Figure 2. Our scheme’s incorporation into 4G/5G cellular networking. Our scheme generates the proof and the proof is delivered as a part of the 4G/5G RRC handshake and connection establishment. The existing 4G/5G RRC handshake according to the 3GPP standardization is depicted in black, while our software assurance scheme incorporation is in blue. 
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Figure 3. Experimental setup for cellular RRC handshake using base station (laptop) and user equipment (Mini PC) with USRP B210 SDRs while maintaining 5 m distance between them. 
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Figure 4. Time latency cost measurements for proof generation (Proof Gen.), proof verification (Proof Ver.), and hash function computation (Hash Only) for user equipment and base station. The   95 %   confidence intervals are included for Proof Gen. and Proof Ver., although barely visible. 
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Figure 5. Time latency cost measurements for proof generation (Proof Gen.), proof verification (Proof Ver.), and hash function computation (Hash Only) across different computing platforms using srsRAN version 22.04. The   95 %   confidence intervals are included, although barely visible. 
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Figure 6. The changes in files and codes from the previous version. 
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Figure 7. Computational analyses of different srsRAN software versions. The 95% confidence intervals are included, although barely visible. (a) The distribution of files with each software version. Our scheme only assures the code files, which are consistent across the users. (b) Proof verification cost at the user equipment. (c) Proof generation cost at base station. 
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Figure 8. Proof verification, proof generation, and RRC handshake time. The 95% confidence intervals are included, although barely visible. 
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Figure 9. Number of srsRAN software version updates in last six years. The number of average software updates is 4.33 per year, as shown in the horizontal line. 
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Table 1. The computing overhead with respect to the number of files,   | F |  .
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	Proof Generation
	Proof Verification





	Actual Overhead
	    2  ⌈  log 2   ( | F | )  ⌉   − 1   
	   ⌈  log 2   ( | F | )  ⌉   



	Bound Approximation
	   2 | F | − 1   
	    log 2   ( | F | )  + 1   



	Complexity
	   O ( | F | )   
	    O (   log 2   ( | F | ) )    










 





Table 2. Hardware specifications for user and base station.
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	Simulating
	Device Type
	Processor
	Memory





	User Equipment
	Mini PC
	Intel 12th N95, 3.4 GHz
	8 GB



	Base Station
	Computer
	AMD Ryzen 7 5700U, 4.3 GHz
	16 GB










 





Table 3. Notable software srsRAN updates related to reliability, stability, and security.
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	Version(s)
	Updates





	v18.06.1
	Fixed eNB instability and fixed eNB instability



	v18.12
	Add encryption support and refactor core network (EPC)



	v19.03
	Virtual radio (ZMQ)-based fake RF driver implementation and user-plane encryption for srsENB



	v19.12
	Add packet data convergence protocol (PDCP) discard



	v20.04.1
	Fix for UE MIMO segfault issue and fix GPS tracking synchronization



	v20.04.2
	Fix attach issue for some newer phones



	v20.10.1
	Fix bug in srsENB that effectively disabled uplink retransmission and error correction (HARQ)



	v21.04pre
	Improved error handling (S1AP) and enhanced event reporting



	v21.04
	Fixed crash when uplink-information transfer is received for invalid ID



	v22.04.1
	Fix crash when the user attempts to re-establish in standalone mode (SA)



	v22.10
	Fix DL NAS integrity checks in srsUE



	v23.04
	Updated 4G RRC ASN.1 to Rel 17



	v23.04.1
	Hotfix applying of dedicated PUSCH and PDSCH DMRS configuration
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