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Abstract: Automatic modulation recognition (AMR) serves as a crucial component in domains such
as cognitive radio and electromagnetic countermeasures, acting as a significant prerequisite for the
efficient signal processing of receivers. Deep neural networks (DNNs), despite their effectiveness, are
known to be vulnerable to adversarial attacks. This vulnerability has inspired the introduction of
subtle interference to wireless communication signals—interference so minuscule that it is difficult for
the human eye to discern. Such interference can mislead eavesdroppers into erroneous modulation
pattern recognition when using DNNs, thereby camouflaging communication signal modulation
patterns. Nonetheless, the majority of current camouflage methods used for electromagnetic signal
modulation recognition rely on a global perturbation of the signal. They fail to consider the local
agility of signal disturbance and the concealment requirements for bait signals that are intercepted
by the interceptor. This paper presents a generator framework designed to produce perturbations
with sparse properties. Furthermore, we introduce a method to reduce spectral loss, which mini-
mizes the spectral difference between adversarial perturbation and the original signal. This method
makes perturbation more challenging to monitor, thereby deceiving enemy electromagnetic signal
modulation recognition systems. The experimental results validated that the proposed method
significantly outperformed existing methods in terms of generation time. Moreover, it can generate
adversarial signals characterized by high deceivability and transferability even under extremely
sparse conditions.

Keywords: modulation recognition; wireless security; deep learning; neural networks; adversarial
attack; adversarial examples

1. Introduction

As various communication systems have emerged, electromagnetic data have exhib-
ited complex and diverse characteristics such as randomness, heterogeneity, and vastness.
In the cooperative communication field, communication signals employ different modu-
lation methods to meet user requirements and fully utilize channel capacity. Modulation
recognition technology allows the collection and extraction of signal features like the signal
spectrum, instantaneous amplitude, and instantaneous phase, thus facilitating efficient
signal processing. In non-cooperative communication, modulation recognition significantly
alleviates the scarcity of spectrum resources, serving as an important technique in both
civil and military applications [1,2]. Deep learning (DL), in its ascendancy, has fostered
considerable interest in automatic modulation recognition (AMR) technology based on DL
in recent years [3,4]. Compared to traditional methods, DL employs deep neural networks
(DNNs) as classifiers and offers several advantages:

• The utilization of vast amounts of communication data can considerably enhance
modulation recognition accuracy.

Electronics 2023, 12, 3752. https://doi.org/10.3390/electronics12183752 https://www.mdpi.com/journal/electronics

https://doi.org/10.3390/electronics12183752
https://doi.org/10.3390/electronics12183752
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/electronics
https://www.mdpi.com
https://orcid.org/0009-0008-2539-6319
https://orcid.org/0000-0003-3439-4450
https://doi.org/10.3390/electronics12183752
https://www.mdpi.com/journal/electronics
https://www.mdpi.com/article/10.3390/electronics12183752?type=check_update&version=1


Electronics 2023, 12, 3752 2 of 13

• Automated feature extraction circumvents the constraints of professional knowledge
and manual experience.

• The potential to continuously benefit from the rapid iteration and evolution of DL
tools provides a way to tackle intricate modulation recognition problems [5].

However, as research on deep learning technology continues to deepen, it brings
both convenience and security risks. There exist malicious third parties who can inter-
cept the transmission signals of a transmitter, utilizing automatic modulation recognition
technology to identify the transmitter’s modulation method, modulation parameters, and
demodulation information. Subsequently, they can modulate information based on the
receiver’s modulation method and forward it to the receiver, leading to theft and the
alteration of information. Consequently, it has become increasingly imperative to explore
effective ways of enhancing the disguise of communication signal modulation modes,
making this an urgent research topic.

Researchers have found that DNNs are vulnerable to adversarial example attacks [6].
Adversarial samples are input examples that have been altered by small, often impercep-
tible, perturbations to mislead the network into producing incorrect outputs with high
confidence. These are especially prevalent in deep learning image classification tasks,
where perturbations, virtually undetectable to the human eye, are added to recognized
images, leading the model to generate erroneous results. This susceptibility of DNNs
to subtle interference inspired us to apply a similar strategy to wireless communication
signals. We introduce interference that is almost imperceptible to the human eye and can
mislead an enemy’s DNN into incorrect modulation pattern recognition, thus achieving
the goal of camouflaging communication signal modulation patterns [7]. Such a scenario
includes a sender, a legitimate receiver, and a third-party eavesdropper. The sender sends
the signal, the receiver receives the signal, and the eavesdropper intercepts the modulated
signal and employs a deep-learning-based modulation recognition model to demodulate it
before employing subsequent attack methods. At this time, a small perturbation is added to
the signal at the sender, so that the eavesdropper cannot correctly identify the modulation
mode, in order to achieve the purpose of hiding the modulation mode.

In this scenario, most previous methods did not consider the concealment of adver-
sarial signals and relied directly on the adversarial attack method to generate adversarial
signals. The definition of imperceptibility in image adversarial examples is not applicable
to signal adversarial examples, which often use indicators such as the bit error rate to
measure the quality of signals during communication. Therefore, we hoped to minimize
the number of perturbation points in order to minimize the impact on communication [8].
Moreover, previous research has indicated that adversarial perturbations can lead to ad-
versarial examples failing to retain the same spectral shape as the original signal [9]. Such
alterations to the signal spectrum shape can compromise the effectiveness of deception, as
eavesdroppers can employ pre-processing stages to diminish the impact of perturbations,
e.g., by using filters. Additionally, these spectral shape changes might alert eavesdroppers
to the occurrence of attacks [10].

To address the above issues, this paper proposes a method called spectrum-similarity
sparse adversarial attack (SSAA). Specifically, the perturbations are first decoupled into
signal position masks and amplitude vectors, and then a generator is utilized to jointly
optimize and generate these two vectors. By multiplying the two vectors, adversarial
perturbations with transferability and sparsity properties can be generated. Compared to
dense perturbations, highly sparse attacks on resistant perturbations are more dangerous,
because they are less likely to be detected. Additionally, this paper introduces a spectrum
deception loss metric to maintain consistency during the training process and achieve the
goal of reducing spectrum variation.

Our contributions are summarized as follows:

• Unlike previous work, a new attack method is proposed based on generators, called
SSAA. It can generate adversarial signals with sparse and transitive properties.
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• Considering the damage inflicted by adversarial perturbations on the spectrum of
adversarial signals, spectral loss is introduced to maintain the spectral consistency of
adversarial perturbations during training.

• The performance of the proposed method was evaluated in RADIOML 2016.10a, and
it was shown to significantly reduce the generation time of perturbations compared
to existing methods and could achieve a better fooling rate and transferability than
existing methods in extremely sparse situations.

The remaining portion of this document is organized as follows: Section 2 presents the
preliminary concepts of adversarial attacks. Section 3 formulates the problem and provides
a detailed explanation of the proposed method. Section 4 provides the results, the list of rel-
evant research papers, and a brief description of the observed trends. Section 5 summarizes
the paper and then states the challenges and limitations of the proposed method.

2. Related Work

Adversarial examples. Adversarial examples were initially introduced by Szegedy
et al. [6]. They demonstrated that by adding imperceptible perturbations to an image,
according to certain rules, even a well-performing convolutional neural network (CNN)
model can be easily misled. These perturbations trigger the classifier network to dramati-
cally change its prediction, leading to a highly confident yet incorrect classification. These
perturbed samples are known as adversarial examples and can cause neural networks to
make erroneous classifications. Attacks that employ such adversarial examples are typically
referred to as adversarial attacks.

Assuming that x is the original In-phase and Quadrature (IQ) signal, an adversarial
example for modulation recognition can be defined as follows:

x̃ = x + θ, s.t. f (xadv)! = f (x), ||θ||p < ε, (1)

where f denotes the classifier, θ is the adversarial perturbation, and ε represents the upper
limit of the perturbation scale.

Adversarial attacks. Adversarial attacks can be categorized based on several classifica-
tion criteria. One way to distinguish between these attacks is by looking at the classification
results they yield: targeted attacks and non-targeted attacks. Targeted attacks are designed
to mislead the model into predicting a sample as a specific, incorrect label. Conversely, non-
targeted attacks aim to deceive the model into predicting a sample as any label, provided
that it is different from the correct one.

Adversarial attacks can also be subdivided, based on the level of knowledge the
attacker has about the target model, into white-box and black-box attacks. White-box
attacks occur when the attacker has comprehensive access to all information about the
target model. This includes, but is not limited to, its structure, parameters, training set, and
test set. Typically, white-box attacks result in the most effective model compromise. On
the other hand, black-box attacks transpire when the attacker lacks access to the structure
and parameters of the target model. In this case, attacks are designed and implemented
by interacting with the model through normal inputs. Typically, in communication, it is
challenging for the attacker to learn the input/output information of the target model,
making this a characteristic black-box attack scenario.

In order to achieve better attack effectiveness, various types of adversarial exam-
ple attacks have been proposed, such as the Fast Gradient Sign Method (FGSM) [11],
C&W attacks [12], Projected Gradient Descent (PGD) [13], DeepFool [14], and Universal
Adversarial Perturbation (UAP) [15]. In early research, adversarial examples were almost
all generated on known models, known as white-box attacks. Considering real-world situ-
ations, in this paper, more emphasis is placed on how to effectively implement models in
black-box settings, such as transferable black-box adversarial attacks and decision-based
black-box adversarial attacks. This paper mainly considers generator-based transferable
black-box adversarial attacks. To accomplish the objective of camouflage modulation, a



Electronics 2023, 12, 3752 4 of 13

substitute model was constructed, and a white-box attack method was employed to generate
adversarial examples. Subsequently, the transferability of these adversarial examples was
utilized to mislead the target model.

Generator-based adversarial examples are generated by a signal-to-signal generator
architecture, which can learn to generate perturbation signals that are indistinguishable
from the original signals. The authors of [16] proposed ATN, which takes the original signal
as input and generates adversarial examples through the generator, while the authors
of [17] proposed GAP, which generates adversarial perturbations from the original signal.
The difference between these methods is that ATN directly generates adversarial examples,
while GAP only generates adversarial perturbations. The authors of [18] used an adversar-
ial generative network (GAN) to generate adversarial examples that were more difficult to
distinguish; the authors of [19] considered generating unrestricted adversarial examples us-
ing a conditional generator without any prior information. The above-mentioned methods
were all focused on global perturbation. In this paper, a spectral similarity sparse generator
architecture is proposed to generate adversarial examples with spectral similarity sparsity
for signals.

Sparse adversarial attack. In the current phase of adversarial attacks, most are based
on the `2 and `∞ norms, resulting in waveforms grounded on global interference. This ap-
proach is not conducive to ensuring reliable communication processes and the concealment
of deceptive signals. To address this issue, a sparse adversarial attack method based on the
`0 norm is considered, such as a single-pixel attack [20] that achieves an extremely sparse
attack by altering just one point in the sample.

Several methods have been proposed in this regard: The authors of [21] proposed
the JSMA attack method, which identifies the influence of features on output classification
by selecting the most effective pixels on the adversarial saliency map. The authors of [22]
suggested projecting the adversarial noise generated by PGD onto the `0 sphere to achieve
a sparse attack, proposing the PGD0 attack method. Drawing on the idea of decoupling
perturbations into direction and amplitude vectors, the authors of [23] generated waveforms
with low intercept properties. The authors of [8] proposed an enhancement method based
on differential evolution to construct sparse attacks that incorporate constraints related
to visual differences and recoverability into the optimization process, with the aim of
deceiving deep-learning-based AMR classifiers. The authors of [24] proposed a geometry-
inspired sparse attack, Sparsefool, which utilizes the low mean curvature of the boundary
to effectively calculate adversarial perturbations. This method can swiftly compute the
sparse disturbance and can be efficiently extended to high-dimensional data.

However, the Sparsefool method relies on the gradient information of the target model
to generate samples, making it highly targeted and prone to overfitting, resulting in poor
transferability. In this paper, we propose decoupling perturbation into signal position
masks and amplitude vectors and then using a generator to create adversarial examples
with transferability and sparsity properties.

3. Spectrum-Similarity Sparse Adversarial Attacks
3.1. Problem Analysis

Modulation recognition can be seen as a classification problem with M modulation
schemes. In the communication process, the received signal at the receiver end is denoted as

r = hx + σ, (2)

where x represents the signal modulated by the transmitter in a specific modulation scheme,
h denotes channel gain, and σ refers to additive white Gaussian noise (AWGN). The
objective of any modulation classifier is to determine f (r) given the received signal r,
where f is the classifier.
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For adversarial attacks targeted at modulation recognition, the goal is to obtain

min
θ
||θ||p + λL( f (x + θ), y), s.t. ‖θ‖∞ ≤ ε, (3)

where θ denotes the adversarial perturbation, L represents the negative cross-entropy
function, ε is the upper limit of the perturbation scale, λ is a hyperparameter controlling the
importance (weight) of the loss function, and y denotes the true label. The aforementioned
are only applicable for non-targeted attacks. For targeted attacks, the equations should be
modified to y = yt, where L should be set as the positive cross-entropy function and yt
represents the target category.

Depending on the purpose, the value of p can be specified differently. For exam-
ple, when p = 2 (e.g., C&W [12]), adversarial perturbations can be added at all pixels,
which is called a dense attack. On the other hand, if p = 0, the above problem will only
cause interference at a few points, which is called a sparse attack. For sparse attacks, the
aforementioned problem is described as

min
θ
||θ||0 + λL( f (x + θ), y), s.t. ‖θ‖∞ ≤ ε. (4)

Equation (4) is an NP-hard problem. To address this issue, the `0 norm is approximated
by the `1 norm. Then, we decouple the perturbation θ as follows:

θ = δ� ρ, s.t.δ ∈ {0, 1}2×N , ρ ∈ (−1, 1)2×N , (5)

where δ denotes the vector of the binary mask, N represents the length of the signal, ρ
denotes the vector of perturbation magnitudes, and � represents the element-wise product.
Therefore, by jointly optimizing δ and ρ, we can achieve the goal of optimizing θ.

Using this factorization, Equation (4) can be optimized as follows:

min
θ
||δ� ρ||1 + λL( f (x + δ� ρ), y), s.t. ‖δ� ρ‖∞ ≤ ε, (6)

where the `0 norm above is approximately replaced with the `1 norm.

3.2. Framework

Figure 1 shows the overall framework, consisting of generator G and alternative model
f. Generator G takes the original signal as input, outputs adversarial perturbations θ, and
then inputs x + θ to the target classifier to calculate the adversarial loss, which represents
the inverse value of the distance between the predicted and real label (non-targeted attack)
or the distance between the predicted and target category yt (targeted attack). The generator
consists of an encoder and two decoders, and the encoder Enc is used to implement feature
encoding by encoding x as z = enc(x), which is then fed to two decoders, Dec1 and Dec2.

Figure 1. Overall framework.

Dec1 decodes the input z and outputs it as τ ∈ (0, 1)2×N , representing the prob-
ability of adding interference at each position. To obtain the binary position mask (a
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two-dimensional array, where 1 indicates that the position should be perturbed), we set the
position with a probability greater than ps to 1 and the position with a probability less than
ps to 0 as follows:

δi,j =

{
1 τi,j > ps
0 τi,j ≤ ps

(7)

Obviously, such quantization operations will lead to the disappearance of gradients. By
introducing a randomization operation [25], probability quantization is performed during
the training phase, with each point randomly using quantization operations. Otherwise,
the original values are used to preserve some gradients, and this operation is not taken
during the testing phase.

Dec2 decodes the input z and outputs it as ρ, which represents the vector of per-
turbation magnitudes. The tanh function is used to limit ρ to (−1, 1) and then multiply
hyperparameter ε to control the `∞ norm of ρ.

Finally, we use the generator to generate δ and ρ and then multiply these by Equation (5)
to obtain θ; adversarial example xadv is obtained from Equation (1).

3.3. Loss Functions

Adversarial loss. The purpose of adversarial loss is to maximize the ability of adver-
sarial examples to deceive eavesdroppers for classification. For example, for non-targeted
attacks, the aim is to generate θ, which prevents eavesdroppers from correctly classifying
x + θ. We use the C&W loss function as the countermeasure loss, which is calculated by the
confidence of the eavesdropper in the real label. The classification of the signal received by
the eavesdropper is determined by the softmax output. When the source class is no longer
the most likely class determined by the classifier, this decrease in confidence may lead to
successful aimless attacks. Adversarial loss is defined as

Ladv(xadv, y, f ) = max{ fy(xadv)−max
i 6=y
{ fi(xadv)},−κ}, (8)

where κ is the hyperparameter that is used to control the attack intensity, and f (∗) is
the softmax layer output of the target model. For a targeted attack, the loss function is
as follows:

Ladv(xadv, yt, f ) = max{max
i 6=yt
{ fi(xadv)} − fyt(xadv),−κ}, (9)

where yt is the target category of the attack.
Spectrum loss. The loss measurement of the adversarial examples in the frequency

domain is used to maintain the spectral integrity of the adversarial examples in the training,
so that the eavesdropper can effectively avoid signal filtering and other pre-processing
steps. Specifically, the original signal and disturbance are converted from the time domain
to the frequency domain using the fast Fourier transform, and the gap between their
frequency domains is calculated. The gap is determined using a mean square error (MSE)
function, a regression loss function used to determine the difference between expected and
actual values:

L f f t(x̂, θ̂) =
1
n

n

∑
i=1

(x̂− θ̂)
2
, (10)

where x̂ and θ̂ are the frequency domain representations of the original signal and distur-
bance, respectively.

Sparse loss. For signal deception, it is necessary to ensure that the added disturbance
is imperceptible and as small as possible. The purpose is to make deceptive signals
more like legitimate signals deceiving eavesdroppers, thereby interfering with the other
party’s decisions, delaying and reducing the effectiveness of the other party’s threat level
assessment and adversarial decision making. This makes it difficult for the target model to
accurately process and analyze the intercepted signal, ensuring that it does not affect the
receiver’s reception performance. Sparse perturbation is achieved by introducing the norm
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of `0. However, for decoupled perturbations δ and ρ, ρ is continuous and difficult to solve.
Sparsity is mainly controlled by δ, but the `0 norm is non-differentiable, so it needs to be
approximated and replaced with the `1norm:

Lspa(δ) = ‖δ‖1. (11)

Quantization loss. When using the `1 norm to approximate the replacement of the
`0 norm, there is a random quantization step, which can lead to significant quantization
errors between training and testing, resulting in poor test results. To solve this problem,
it is necessary to reduce this quantization error and bring the training and testing results
closer together. We introduce the mean square error of the quantization error as a loss to
encourage the reduction of the quantization error between the training and testing stages:

Lerr(τ, δ) = ‖τ − δ‖2 (12)

To summarize, the total loss function is shown below.

Lall = Ladv + λ fL f f t + λsLspa + λeLerr (13)

where λ f , λs, and λe are hyperparameters that control the importance of spectrum loss,
sparse loss, and quantization loss, respectively. The samples that λ f encourages the model
to generate are similar to the original sample’s spectrum, while the samples that λs and λe
encourage the model to generate are sparse.

4. Experiments

The experiment was implemented using the Python programming language and the
Pytorch framework. The hardware used was an RTX3060ti graphics card. The following
paragraphs introduce the setup of the experiment, including the database, target model,
generator model, benchmark method, and parameter settings.

Database. In order to facilitate the evaluation of the performance of the proposed
method, the experimental dataset was taken from the public dataset RADIOML 2016.10a [26].
This dataset was generated using the GNU Radio tool and is stored in IQ signal format,
with the float data type and data dimensions of 2 × 128. It has a sample size of 220,000 and
a signal-to-noise ratio range of −20 dB to 18 dB, and it includes 11 common modulation
methods, of which 8 are digital modulation methods and 3 are analog modulation methods.
The center frequency offset, sampling rate offset, additive white Gaussian noise, multipath,
and fading of the stochastic process are comprehensively considered, which is similar to real
communication scenarios, and it could be used to evaluate and compare the performance
of the algorithm in various signal and noise environments.

Target model. We selected VT-CNN2 [27], CLDNN [28], and Resnet [29] as the target
models. VT-CNN2 is a CNN model optimized and improved for the RADIOML2016.10a
dataset (with layers, network parameters, and CNN initial weights modified for the dataset),
consisting of multiple convolutional layers and fully connected layers. CLDNN is a network
composed of a convolutional neural network, short-term memory network, and deep neural
network. CNN is good at reducing frequency-domain changes. LSTM can provide long-
term memory, which is widely used in the time domain. DNN is suitable for mapping
features to independent space. By combining CNN, LSTM, and DNN together in a network,
we could obtain better performance than with a single network.

Baselines. We chose PGD0 and Sparsefool as comparison methods. PGD0 is a com-
monly used PGD attack method implemented under `0 norm constraints. Sparsefool is
a geometry-inspired sparse attack that uses the low mean curvature of the boundary to
effectively calculate the antagonistic disturbance. This method can quickly calculate the
sparse disturbance and can be effectively extended to high-dimensional data.

Attack settings. For PGD0, it was necessary to pre-set the number of interference
points and calculate the successful fooling rates under such pre-set conditions. This method



Electronics 2023, 12, 3752 8 of 13

does not find adversarial examples for each test sample. Therefore, we directly pre-defined
a sparse number similar to that of the proposed method. Sparsefool dynamically adjusts
the number of perturbed points by adjusting the hyperparameters, but because it runs
until the attack is successful or the number of iterations ends, we jointly controlled the
hyperparameters and the number of iterations to make the proportion of perturbed points
as close as possible for fairness. For the proposed method, we could control the sparsity
and the fooling rates by controlling the hyperparameters in the loss function. Next, we
set the probability threshold ps = 0.5, and the random quantization probability was set
to 0.5. The hyperparameter settings were as follows: λ f = 1× 10−3, λs = 1× 10−4, and
λe = 1× 10−4.

4.1. Comparison of Attack Methods

First of all, we conducted a comparison of the attack success rates among the different
attack methods with `∞ norm constraints. As shown in Table 1, for a fair comparison, all
attack methods were adjusted to a similar sparsity. Then, the perturbation generation time,
attack fooling rate, and transferability of the various attack methods were compared. The
transfer rate in the following text represents the misclassification rate of network model B
for perturbed signals based on network model A.

Table 1. `∞ = 0.1 constrained fooling rates and generation time comparison on RADIOML 2016.10a
dataset. The best results are shown in bold, and all methods were adjusted to a similar sparsity. *
represents white-box settings.

Source Model Attack Method Generation
Time (s) Sparsity (%) VT-CNN2 (%) CLDNN (%) Resnet (%)

VT-CNN2

PGD0 0.207 2.344 63.983 * 33.217 42.154
Sparsefool (λ = 3) 0.128 1.621 99.091 * 22.672 27.520
Sparsefool (λ = 9) 0.102 3.215 100.00 * 28.557 30.295

SSAA (Ours) 0.007 2.226 88.211 * 72.310 76.198

CLDNN

PGD0 0.208 2.344 33.660 69.249 * 31.165
Sparsefool (λ = 3) 0.286 2.219 32.165 99.926 * 34.487
Sparsefool (λ = 9) 0.239 4.274 39.498 100.00 * 35.198

SSAA (Ours) 0.008 2.636 74.192 89.516 * 78.684

From the results, when `∞ = 1 and VT-CNN2 was used as the source model, it was
observed that the proposed method significantly reduced the generation time of perturba-
tions compared to the PGD0 and Sparsefool methods. The time taken for PGD0 to generate
adversarial examples was approximately 0.207 s, and the sp was 0.128 s, while the pro-
posed method only took 0.007 s, which was several orders of magnitude faster than the first
two methods. Secondly, compared to the PGD0 method, the proposed method had better
white-box fooling rates and better transferability. The transfer rate of the PGD0 method
was only 33.217%, while the transfer rate of the proposed method was 72.310%. Compared
to the Sparsefool method, the proposed method still displayed better transferability. Note
that since most normal communication environments are black-box environments, the
proposed method is more suitable for practical applications. When using CLDNN as the
source model, there were similar results. Specifically, in this case, the generation time of the
Sparsefool method doubled, while the proposed method’s generation time only increased
by 0.001.

Therefore, the results indicate that a method is provided to achieve an efficient fooling
rate and sparsity. Moreover, the method still possesses excellent transferability, effectively
attacking black-box models.
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4.2. Fooling Rate under Different Situations

In this section, we consider the comparison of the fooling rate and transfer rate in
different situations.

Firstly, the impact of the signal-to-noise ratio on our proposed method is considered. A
good algorithm should exhibit stable and excellent fooling and transfer performance under
various signal-to-noise ratios. Therefore, the fooling rate and transfer rate under different
signal-to-noise ratios was evaluated. The experiment was conducted on the RADIOML
2016.10a dataset, using VT-CNN2 as the source model, with a sparsity of 2.226% and an
`∞ = 0.1 constraint. The experimental results are shown in Table 2. It can be seen that the
fooling rate decreased with the signal-to-noise ratio, but overall it showed a stable state.
Under a sparsity of 2.226% and a signal-to-noise ratio of −6 dB, the fooling rate could reach
91.645%, and when transferred to CLDNN, the fooling rate was also 76.465%. When the
signal-to-noise ratio increased to 18dB, the fooling rate only decreased by 4.39%, proving
the stability and superiority of the proposed method in facing various signal-to-noise ratios.

Table 2. The fooling rate under different signal-to-noise ratios. The source model was VT-CNN2, and
attacks were performed on the RADIOML 2016.10a dataset, with an `∞ = 0.1 constraint.

Target Model SNR (dB)
−6 0 6 12 18

VT-CNN2 (%) 91.645 89.259 88.169 87.159 87.255
CLDNN (%) 76.465 75.835 74.849 71.899 71.609

Secondly, the fooling rate and transfer rate of the proposed method under different `∞
norm values were compared and evaluated. The performance comparison of the testing
algorithm under changes in the interference upper limit was conducted on the RADIOML
2016.10a dataset, with VT-CNN2 as the source model and the sparsity adjusted to similar
values.

The experimental results are shown in Table 3. As the `∞ norm decreased, the fooling
rate showed a decreasing trend. In the case of `∞ = 0.001, the proposed algorithm had a
fooling rate of 44% and a transfer rate of 38%, indicating that the proposed algorithm still
had a certain effect even in the case of an extremely low `∞ norm.

Table 3. The fooling rate with different `∞ constraints. The source model was VT-CNN2, and attacks
were performed on the RADIOML 2016.10a dataset.

Target Model `∞

0.1 0.01 0.001

VT-CNN2 (%) 88.211 75.167 44.154
CLDNN (%) 72.310 66.655 38.131

4.3. Comparison of Power Spectral Density

As previously reported, adversarial perturbations can cause significant changes in the
signal spectrum, thereby greatly reducing the effectiveness of deception. It is expected that
the spectrum of adversarial signals will be as similar to that of the original signal as possible,
in order to avoid being detected and increase attack effectiveness. Therefore, spectral loss
was introduced in this work to reduce this spectral variation. Next, this similarity was
confirmed by the power spectral density (PSD) of the original signal and the adversarial
signal. Note that the spectral loss also had an effect in the phase diagram. Only PSD is
shown, because PSD can better indicate the effect of the proposed algorithm.

The comparative experiment was conducted on the RADIOML 2016.10a dataset, us-
ing VT-CNN2 as the source model, with sparsity adjusted to similar values, an `∞ = 0.1
constraint, a signal-to-noise ratio of 10, and the BPSK modulation method. The PSDs of the
various methods are shown in Figure 2. From the results, it can be seen that the adversarial
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signals generated by the PGD0 method and Sparsefool method presented significant differ-
ences in the spectrum from the original signal, resulting in the PSD being more serrated
in the central lobe and showing significant differences in the sidelobe content. For our
proposed method, there was almost no difference in the main lobe content compared to the
original signal, and there was only a slight difference in the side lobe content compared
to the original signal. The reason for this was that the PGD0 and Sparsefool methods did
not consider the issue of spectral differences in the process of generating interference, only
pursuing a lower sparsity and higher fooling rate. In practical applications, this would
greatly increase the likelihood of the attack being detected and defended against. For
our proposed method, by introducing spectral loss and controlling the disturbance in the
frequency domain to make the disturbance appear more in the lobes, we helped to improve
the robustness of the attack to filtering and detection operations.

Figure 2. Comparison of the PSD of the adversarial signal generated by PGD0, Sparsefool, and SSAA
with the PSD of the original signal.

4.4. Ablation Study

In a further investigation, the contribution of key factors (such as spectral loss, sparsity,
and quantization loss) in the proposed method was considered. The experiment was
conducted on the RADIOML 2016.10a dataset, using VT-CNN2 as the source model, with
an `∞ = 0.1 constraint.

The impact of spectrum loss. In the following, the impact of adding and not adding
spectral loss on the PSD of the proposed algorithm was investigated. The method of
not adding spectral loss involved setting λ f to 0. The results are shown in Figure 3. The
experimental sparsity in the figure was 2.226%, and the modulation method was BPSK.
When spectral loss was not used, although in very sparse situations, the PSD of the
adversarial signal and the original signal also differed greatly. For the PSD when using
spectral loss, it can be observed from the results that spectral loss guided the training of
the model to maintain the spectral shape of the original signal.

The impact of sparsity. Then, the results under three different sparsities were ex-
plored while keeping the other parameters unchanged: λs = 1× 10−4, λs = 1× 10−5,
and λs = 1× 10−6. The results are shown in Table 4, indicating that the proposed algo-
rithm could dynamically adjust the sparsity of anti-interference by adjusting λs. As λs
decreased, the sparsity, fooling rate, and transfer rate all increased. At λs = 1× 10−6, the
fooling rate reached 99.415%. This indicates that even in the case of limited modification
points, modifying the points affected the fooling rate and transfer rate, and the proposed
algorithm could achieve an excellent fooling rate and transfer rate even in the case of few
modification points.
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Figure 3. Comparison of the PSD of the adversarial signal generated with and without spectral loss
with the PSD of the original signal.

Table 4. Comparison of fooling rates under different sparse hyperparameter settings. The source model
was VT-CNN2, and attacks were performed on the RADIOML 2016.10a dataset, with an `∞ = 0.1
constraint.

Method Sparsity (%) VT-CNN2 (%) CLDNN (%)

SSAA (λs = 1× 10−4) 2.226 88.211 72.310
SSAA (λs = 1× 10−5) 4.687 94.158 84.441
SSAA (λs = 1× 10−6) 7.427 99.415 90.246

The impact of quantization loss. Finally, the impact of quantization losses on the
proposed method was investigated. We considered the impact of both quantization and
non-quantization losses on the test results in the VTCNN2 and CLDNN target models. As
shown in the results in Table 5, the proposed method could attack in a low-sparsity form
without using quantization loss, but the fooling rate and transfer rate in the test results
were not as good as in the case where quantization loss was used. When the model was
VTCNN2, without using quantization loss, the fooling rate decreased by 13.725%, with an
increase in sparsity. The above results demonstrate the effectiveness of quantization loss.

Table 5. Comparison of fooling rates with and without spectral loss on the RADIOML 2016.10a
dataset, with an `∞ = 0.1 constraint.

Method Model Sparsity (%) Fooling Rate (%)

quantization loss VT-CNN2 2.226 88.211
w/o quantization loss VT-CNN2 2.756 74.486

quantization loss CLDNN 2.636 89.516
w/o quantization loss CLDNN 2.815 72.310

5. Conclusions

In this paper, a framework was proposed for generating adversarial signals with
sparse and spectral similarity, taking into account the concealment of adversarial signals
and the changes in the signal spectrum caused by adversarial perturbations in scenarios
where adversarial attacks are used to prevent eavesdropping. The framework can generate
samples with better fooling and transfer rates than existing methods, and unlike other
sparse attack methods, the difference between the spectrum of the generated adversarial
signal and the spectrum of the original signal is very small. Specifically, the proposed
method decouples the disturbance into position masks and amplitude vectors and then
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optimizes the two terms using a generator architecture, introducing a spectral loss to reduce
the spectral difference from the original signal during the training process.

First of all, the current proposed method still has shortcomings in terms of generation
ability, and its convergence ability needs to be improved. In future work, better generator
architectures will be considered, such as adversarial generation networks and diffusion
models. Secondly, using only the mean square error to calculate the similarity between
spectra may be biased. In the next plan, different functions, such as the Huber function and
Fréchet distance, can be evaluated to calculate this similarity. In addition, the impact of
adversarial perturbations in communication channels should be considered, which may
affect the deception ability of adversarial examples.
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