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Abstract: This article proposes a new analytical model of a queuing system to which a mixture
of multi-service traffic is offered. The system under consideration has the advantage of servicing
calls, in a shared server, of which only part will be placed in a queue when the server has no free
resources (while the remaining part of the calls will be lost). In addition, this model also introduces
the possibility for a compression mechanism to be applied for a selected number of data flows. The
possibility of simultaneous analysis of the calls that can be placed in the queue as well as of those in
which queuing is not implemented, while a certain number of them can be compressed, provides
unquestionable advantage to the proposed model. The proposed model can be successfully applied
to analyse and model 5G systems.

Keywords: analytical model; multidimensional Markov processes; stream; elastic and adaptive
traffic; compression mechanism

1. Introduction

The dynamic development of IT systems and communications and computer networks
has the capacity to offer more and more complex services to users. In its classic form,
the execution of a service has been related to the transfer of required data between the
end-user’s device and the server. Today, the execution of a service is increasingly more
complex and, in effect, requires processing of data in a number of different elements of
a communications system. Such an approach must be followed by a redefinition of the
resources necessary for the execution of a given service, since besides the required bitrate
and calculational power, the actual place of partial or total data processing has to be
designated. This, in turn, makes it necessary for network operators to employ more and
more sophisticated traffic management mechanisms that would take into consideration the
changes in the characteristics of data streams that follow their partial processing [1–3].

For years, network operators have been successfully implementing a number of
various mechanisms that make it possible to optimise the use of available network resources.
One such mechanism is compression [4–7], which makes it possible to introduce changes
in the speed of generating data by its source in order to adjust or accommodate it to
the current load of the network. In the case where overload is unavoidable, data can
be placed in buffers (queuing mechanism) [8,9]. However, it is also important to take
into consideration the fact that not all data streams can be additionally delayed because
of a number of time constraints for a given service to which they are related. A good
example of the above is the services that are offered in 5G networks. The concept of 5G
network services is based on slices, i.e., dedicated “sub-networks” designed for specific
solutions that can be characterised by different QoS (Quality of Service) parameters, such
as delay (latency), jitter, transmission rate, or the number of serviced devices. Current
5G implementations consider, for example, deployment of scenarios such as the eMBB
(Enhanced Mobile Broadband), which in fact is the access network for users, URLLC (Ultra-
Reliable Low Latency Communications), dedicated for those solutions in which the most
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important feature is high reliability and very low latency with moderate transmission rates
(as opposed to other scenarios), and MMTC (Massive Machine Type Communications),
dedicated to solutions for the Internet of Things (IoT) and the industrial Internet of Things
(IIoT) [2].

One of the services currently being worked on by a sizeable number of research and
industrial centres is the expected provision of autonomous vehicles (using the URLLC
scenario). The report published by Ericsson [10] clearly states that autonomous vehicles
will soon become reality. What seems to be the barrier now is a timely appropriate and
relevant provision of transmission rates with required latency values. The report claims
that each vehicle will generate about 383 Gb per hour, which gives nearly 100 Mbps. The
data transmitted by autonomous vehicles can be divided into two groups. The first group is
the data related to the provision of proper operation of each of the vehicles (safe roadability,
distance from other vehicles, and data sourcing from multiple road sensor infrastructure).
The other group is constituted of the data related to the provision of the required (or
assumed) comfort of travellers, e.g., current information, access to social media, or access
to audio and video content. Data related to the first group constitute sensitive data and as
such cannot be delayed, just as their transmission rates cannot be limited in any way. Data
that belong to the second group can be delayed and their transmission rates can undergo
changes depending on the load of the network. Designing and optimisation of this system
require then a development of dedicated analytical models that would allow the required
parameters to be assessed in real time. The present article proposes a model of this type
of system.

The analytical model proposed in this article has the advantage of providing the
possibility of simultaneous analysis of the two types of data serviced by a communications
system, e.g., in the radio interface of a 5G network. The first type of data cannot be
delayed more than it results from the time needed for its processing (i.e., data cannot be
placed in the queue), the second can be additionally delayed and can undergo compression
processing (which, of course, induces a change in their transmission rates). The model
proposed in the article pertains to the steady state condition, arising from the analysis of the
so-called macrostates, i.e., states defined by the total number of occupied resources within
the system [8]. In addition, the model introduces efficient constraints for the R resources
that can be occupied by compressed traffic. Thanks to this approach, the model can be
successfully applied to analyse those slices of a 5G network that are responsible for the
service of autonomous vehicles.

Research into multi-service systems with compression and/or queuing is not the only
ongoing research in contemporary research centres. It is worth highlighting studies that
examine the properties of systems to which BPP traffic is offered [7,9,11–14]. Analysing
systems with BPP traffic allows for the inclusion of the actual number of traffic sources
(e.g., network user devices) in analytical models. Single-service queuing systems are also
under consideration [15–20], which is generally relevant for packet-level system analysis.

The remaining part of this article is structured as follows: Section 2 presents the way in
which the resources of the system under consideration and the call demands are represented
in the analytical model. Section 3 describes the proposed analytical model. Since the
proposed analytical model is an approximate model, Section 4 provides a comparison of
the results obtained on the basis of the analytical model with those of a digital simulation.
Section 5 sums up the article.

2. Resources and Traffic in Communications Networks
2.1. Resources of the Network

Data transmission in modern-day networks is based on IP packet transmission, while
the transmission rates required to execute individual services and the capacity of links
are expressed in bps [10,21]. The analysis at the packet level though is complicated and
relevant analytical models need to be computationally complex. To simplify the analysis
of a system, the so-called discretisation of resources is typically used. As a result, the
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capacity of a communications system and the requirements for individual services can
be expressed in non-dimensional, so-called allocation units—AU (Allocation Unit). The
resource discretisation process itself is well known and widely described in the literature,
while its basic parameter is the so-called equivalent bandwidth. Determination of the
equivalent bandwidth makes it possible to express the data stream, variable in execution
time for a given service, by a given constant value that influences the operation of the
system in exactly the same way as the considered data stream. The value of the equivalent
bandwidth can be determined using appropriate formulae or, for simplifying reasons,
can be assumed to be the maximum required transmission rate that is characteristic for a
given service. Even though this approach results in significant inaccuracies in developed
analytical or simulation models, because of its simplicity and the straightforwardness of the
approach, it is becoming increasingly common. This process is extensively and thoroughly
discussed in the literature of the subject, e.g., in [22,23]. By having the knowledge of
the equivalent bandwidth for all services executed in a system under consideration, the
allocation unit AU (cAU) can be determined as the greatest common divisor of all equivalent
bandwidths determined for each of the services:

cAU ≤ gcd{c1, . . . , cm}, (1)

where:
m—number of services,
ci—equivalent bandwidth determined for service i, 1 ≤ i ≤ m.

With the knowledge of cAU , by simple transformations, it is possible to express the
system capacity V in these units as well as the demands for individual services ti:

ti =

⌈
ci

cAU

⌉
, (2)

V =

⌊
C

cAU

⌋
, (3)

where C is the capacity of the system expressed in bps.

2.2. Traffic in Communications Networks

In modern-day networks, data are transmitted in packets with constant or variable
transmission rate. The network analysis at the packet level, even though it leads to accurate
and precise solutions, is only temporarily effective, as the obtained results on the basis of
the analytical model can be more time-consuming than those obtained on the basis of a
simulation. Hence, a more convenient way to analyse network systems is to analyse them
at the call level, in which packet flows that are related to the execution of a specific service
are individually considered. The initial assumption in the system analysis at the call level
is that the call arrival process undergoes Poisson distribution, and that the service stream
has exponential character. Such an approach makes it possible to analyse the system using
a multi-dimensional Markov process [4,7,24]. The literature considers three types of data
flows: stream, with constant transmission rate, and elastic, with variable transmission rate.
In the case of elastic traffic, a decrease in transmission rate is followed by a corresponding
extension of the transmission time. This group of data typically includes data transmitted
according to the TCP protocol. The third type of traffic is adaptive traffic, characterised
by variable transmission rate. Here, in the case where transmission rate decreases, the
service time is not extended. In practice, this group includes streams related to video
content transmission that feature the possibility to change a codec in such a way as to adjust
themselves to the conditions in the network. The properties of the above types of traffic are
best described in Figure 1.
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Figure 1. Traffic types in communications and computer networks: (a) stream, (b) elastic, (c) adaptive.

On the basis of considerations of the properties of communications and computer
networks, we can write the parameters of individual traffic types as follows [25]:

• Stream traffic

– Call arrival intensity of new calls—λs,i = constant;
– Intensity of service process (the inverse of the time needed to transmit data)—

µs,i = constant;
– The number of demanded resources ts,i = constant.

• Elastic traffic

– Call arrival intensity of new calls—λe,i = constant;
– Intensity of service process (the inverse of the time needed to transmit data)—

µe,i(ns, nc);
– Number of demanded resources te,i(ns, nc).

• Adaptive traffic

– Call arrival intensity of new calls—λa,i = constant;
– Intensity of service process (the inverse of the time needed to transmit data)—

µa,i = constant;
– Number of demanded resources ta,i(ns, nc).

While describing the traffic parameters, it was assumed that the first symbol in the
subscript denotes the traffic type (s—stream traffic, e—elastic traffic, a—adaptive traffic),
and the second one denotes the traffic class number (i).

It should be highlighted that for elastic traffic, the values of the parameters µ and t are
functions of the parameters ns and nc, which, in turn, determine the number of occupied
AUs for uncompressed and compressed calls, respectively. (The formal definition of the
parameters ns and nc is introduced in Section 3. Please refer to Equation (4)).

2.3. Structure and Working Principle of the Queuing System

The queuing system considered in this article consists of a server with the capacity of
Vr AUs and a buffer with the capacity of Vq AUs. In the system, a portion of call flows can
be subject to compression. This means that due to a decrease in the transmission rate (lower
number of AUs allocated to a call for a service), more calls of this type can be serviced in
the server. Data compression can also be represented by the additional virtual capacity Vv
introduced to the server, where additional calls will be serviced without any necessity to
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decrease the number of demanded AUs, while the maximum compression coefficient can be
determined by the volume of the additional virtual capacity. This latter approach simplifies
the analysis of the considered system at the service process level that takes place in the
system. A simplified schematic diagram of this system is presented in Figure 2. For the
calls that are subject to compression mechanism, the capacity of the server is Vrv = Vr + Vv,
whereas for the uncompressed calls the capacity of the server is Vr. The accompanying
assumption is that the calls that undergo compression mechanism cannot occupy more
than Rc AUs in the server, where Rc < Vr. The above assumption is crucial from the point
of view of a determination of the compression coefficient (see: Section 3).

Vr VvVq

serverqueue

stream calls

compressed calls

Figure 2. Schematic diagram of the structure of the considered queuing system.

By knowing the structure of the system, we can consider the way in which new calls
are admitted for service in the system. In the case of stream traffic (traffic that undergoes
neither compression nor queuing), a new call of this type will be admitted for service
if the server has free resources available that satisfy the requirements for this call. The
accompanying assumption is that in order to ensure continuous service of the calls that
are subject to compression, the stream calls can occupy Vr − 1 AUs at the maximum. In
addition, stream calls will not be admitted if the sum of demands of the calls that are being
serviced in the server (stream and compressed calls) will be equal to Vr + Vv AUs, even if
the compressed calls occupy less than Vr − 1 AUs. This limitation (constraint) results from
the assumption of the limited compression in the system. In the case where the server has
no available resources, the stream call will be lost.

In the case of the calls to be compressed in the server, i.e., elastic and adaptive calls,
these calls can be placed in the queue. The assumption in the model is that in order to
increase chances for service availability for stream calls, the operational constraint Rc is
introduced which defines the maximum number of AUs that these calls can occupy in the
server. Hence, calls of this type will be admitted to the server if their call admittance does
not exceed the amount of resource capacity available for this particular type of call. If a
call cannot be admitted to the server, then it can be placed in the queue, provided the latter
has enough free resources. If the queue has no free resources, the new compressed call
is rejected. The accompanying assumption is that the queue in the considered system is
serviced according to the FIFO (first in first out) discipline.

3. Analytical Model

Consider now a queuing system with the real capacity Vr AUs and the capacity of the
queue Vq AUs. The system is offered ms stream traffic classes with the intensity λs,i, and mu
traffic classes that undergo changes in the complete compression scheme with the intensity
λc,i, where c ∈ {e—the elastic call, and a—the adaptive call}. The demanded number of
AUs for calls of the stream class and elastic or adaptive class will be denoted by tu,i, where
u ∈ {s—denotes the stream call, e—the elastic call, and a—the adaptive call}. The call
service process that takes place in the system can be considered either at the microstate or
the macrostate level. The microstate is defined as a string of natural numbers that define the
number of calls that are currently in the system (Xs,i, Xc,i), where Xs,i denotes the number
of calls of class i of the stream type that are currently in the system (serviced in the server,
since calls of this type do not undergo queuing), Xc,i—defines the number of calls of class i
that are subject to the compression in the system (in total, i.e., those calls that are serviced
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in the server and those that are in the queue), (c ∈ {e—when the system is offered an elastic
traffic class, and a—when the system is offered adaptive traffic}). The macrostate, in turn,
defines the total number of AUs that are occupied by the calls serviced in the server and are
waiting in the queue, with the division of the AUs between particular types of call classes
taken into consideration. This means that the macrostate Ω(ns, nc) can be formally defined
as the set of such microstates in which the total number of busy AUs in the system is equal
to ns, nc, i.e.,

Ω(ns, nc) =

(Xs, Xc) :
ms

∑
i=1

Xs,its,i = ns ∧ ∑
c∈{e,a}

mc

∑
i=1

Xc,itc,i = nc

. (4)

3.1. Analysis of the Service Process at the Macrostate Level

Activation of the compression mechanism (scheme) is initiated when a newly arrived
call of the elastic or adaptive traffic class cannot be admitted for service due to the lack
of free resources. Activation of the compression mechanism in the case of elastic traffic
classes results in a concurrent decrease in the number of demanded resources to such a
value that will make admission of a new call possible, and also results in the accompanying
extension of the service time. If the system is offered a traffic class of adaptive type, then
compression is only followed by a decrease in the number of resources necessary for a
connection to be set up. It should be stressed that the changes that result from the activation
of the compression mechanism involve both the newly arrived calls and those that already
undergo service, so that all calls in the system could be compressed in the same way. The
proposed analytical model is based on the models [25,26], earlier proposed by the present
authors. To simplify the mathematical analysis of systems with compression, defined in
Section 2.3, the model employs the parameter of the virtual capacity, denoted as Vv, based
on the description provided in [4]. This parameter makes it possible to adopt the following
interpretation of the service process for calls of elastic and adaptive traffic classes: if the
admission of a new call causes the number of resources occupied by calls that undergo
service to exceed the real capacity Vr but not to exceed the virtual capacity Vv, this call
will be admitted for service; otherwise, the new call of elastic or adaptive traffic class is
redirected to the queue. This will correspond to a situation in which calls of elastic and
adaptive traffic are subject to compression (immediate decrease in the resources allocated
for service). The call will be admitted to the queue as long as the queue has free resources
that make this call possible for admission. The calls of the stream classes do not undergo
compression. Another assumption in the system under consideration is that calls of this
type are lost if there are no free resources necessary for the call to be serviced. In addition,
to prevent the stream calls from being pushed out from the system by calls that undergo
compression, a threshold Rc (Rc < Vr) was introduced to the system. This threshold is
defined as the maximum number of resources (AUs) that can be occupied in the server
by calls that undergo compression. When this threshold is reached, calls of this type are
placed in the queue, and when there are no free resources in the queue, the calls are lost. It
should be stressed that the parameter Rc does not mean that Rc AUs for calls that undergo
compression have been reserved in the server, but only that these calls can occupy Rc AUs
in the case where they are not occupied by calls that do not undergo compression. Note
that according to the adopted method for servicing calls, the server can service this number
of connections for which its occupancy does not exceed the virtual capacity. The introduced
compression mechanism for elastic and adaptive calls causes the service stream in the states
that do not exceed the real capacity to be equal to the total number of busy AUs in the
system, whereas in all states in which the real capacity is exceeded it is equal to the real
capacity of the system. Therefore, in the case of elastic and adaptive traffic, the number of
demanded resources tu,i undergoes changes in the following way:

tu,i(ns, nc) =

{
tu,i, when compression is not applied,
tu,i · ξ(ns, nc), when compression is applied,

(5)
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where u ∈ {e, a}, ξ(ns, nc) is the compression coefficient (the occupancy areas of the
system in which compression occurs, and its value is thoroughly determined further on in
the article).

For the stream traffic classes, the number of demanded AUs in macrostate (ns, nc) is
constant and does not depend on the occupancy state of the system, i.e.,

ts,i(ns, nc) = ts,i, for 0 ≤ ns + nc ≤ Vr + Vv + Vq. (6)

The average call service time for the stream and adaptive traffic classes does not
change with the change in the state in which the system currently is, whereas the average
call service time for the elastic traffic classes is shortened directly proportional to the decline
in the number of demanded resources necessary for a connection to be set up. Therefore:

µe,i(ns, nc) =

{
µe,i, when compression is not applied,
µe,i · ξ(ns, nc), when compression is applied

(7)

and

µu,i(ns, nc) = µu,i, for 0 ≤ ns + nc ≤ Vr + Vv + Vq, (8)

where u ∈ {s, a}.
The average traffic offered by calls of class i of type u in macrostate (ns, nc) expressed

in AUs can be denoted by the symbol Au,i(ns, nc) and defined as the product of the average
traffic intensity of offered traffic in a given macrostate (au,i(ns; nc)) and the number of
demanded AUs (tu,i(ns, nc)), i.e.,

Au,i(ns, nc) = au,i(ns, nc) · tu,i(ns, nc), (9)

where u ∈ {s, e, a}.
Therefore, and on the basis of Formulae (5)–(8), we get:

Au,i(ns, nc) = Au,i, (10)

where u ∈ {s, e} and

Aa,i(ns, nc) =

{
Aa,i, when compression is not applied,
Aa,i · 1

ξ(ns ,nc)
, when compression is applied. (11)

Based on the derivations carried out in previous studies, one of which focused on a
multi-service system with stream and elastic traffic [25], and another on a multi-service
queuing system with elastic and adaptive traffic [26], and taking into account the properties
of the service process in the system under consideration, the occupancy distribution in the
queuing system where a mixture of stream, elastic, and adaptive traffic is offered can be
expressed in the following recursive form:

P(ns, nc) = γ(ns, nc)

(
ms

∑
i=1

As,iP(ns − ts,i, nc) +
me

∑
i=1

Ae,iP(ns, nc − te,i)+

+
ma

∑
i=1

Aa,iξ(ns, nc)P(ns, nc − ta,i)

)
, (12)

where γ(ns, nc) is the normalisation coefficient of the recurrent equation, whereas ξ(ns, nc)
is the compression coefficient.

Due to the specificity of the system under consideration, i.e., the concurrent service
of call classes that undergo and do not undergo compression, the introduced constraint
Rc and the absence of queuing stream calls, to determine the occupancy distribution it is
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necessary to consider all possible dependencies between the number of AUs occupied by
calls of individual types, since this has direct influence on the compression coefficient with
which calls are compressed. These considerations were conducted in three areas:

• 0 ≤ ns + nc ≤ Vr,
• Vr < ns + nc ≤ Vr + Vv,
• Vr + Vv < ns + nc ≤ Vr + Vv + Vq.

3.1.1. Occupation of the System: 0 ≤ ns + nc ≤ Vr

The first considered occupancy area is the one in which the total number of AUs
occupied by serviced calls is lower than or equal to the real capacity Vr. Even though it
seems that it is the simplest case, after taking into consideration the constraint (limitation)
Rc, the following four cases were distinguished:

• nc ≤ Rc and ns ≤ Vr − Rc,
• nc ≤ Rc and ns > Vr − Rc,
• Rc < nc ≤ Rc + Vv and ns ≤ Vr − Rc,
• Rc + Vv < nc ≤ Rc + Vv + Vq and ns ≤ Vr − Rc.

Case Study: nc ≤ Rc and ns ≤ Vr − Rc

In this particular case, the stream calls occupy ns AUs in total, whereas the calls that are
subject to compression (elastic and adaptive) occupy in total nc AUs. Such an occupation
state is presented in its simplified form in Figure 3, where the resources occupied by
individual calls are marked cumulatively (this does not mean, of course, that the calls of
individual types in the considered system have to occupy neighbouring resources of the
system). As is noticeable, the stream calls occupy ns ≤ Vr − Rc AUs, which means that the
calls that are compressed could potentially occupy Rc AUs, but the number of occupied
AUs by the calls of the same type is less than Rc. This in turn makes it possible to state that
compression does not occur here, and that the queue is empty. The parameters γ(ns, nc)
and the compression coefficient are equal to ξ(ns, nc):

γ(ns, nc) =
1

ns + nc
∧ ξ(ns, nc) = 1. (13)

Vr Vv Vq

ns nc

Rc

Figure 3. Schematic representation of the occupancy of the system within the interval nc ≤ Rc and
ns ≤ Vr − Rc.

For this case of the occupancy, Equation (12) can be written in the following form:

P(ns, nc) =
1

ns + nk

(
ms

∑
i=1

As,iP(ns − ts,i, nc) +
me

∑
i=1

Ae,iP(ns, nc − te,i)+

+
ma

∑
i=1

Aa,iP(ns, nc − ta,i),

)
. (14)

Case Study: nc ≤ Rc and ns > Vr − Rc

This particular case of the occupancy in the considered system corresponds to the
situation presented in Figure 4. Even though the number of serviced stream calls is so high
that the calls that undergo compression cannot occupy Rc AUs, there are fewer of them in
the system than Vr − ns, and as a result compression does not occur and the queue is empty.
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In this case, the parameters γ and ξ are described by Equation (13), whereas the occupancy
distribution takes on the following form (14)—analogously as in the previous case.

Vr Vv Vq

ns nc

Rc

Figure 4. Schematic diagram of the occupancy of the system within the interval nc ≤ Rc and
ns > Vr − Rc.

Case Study: Rc < nc ≤ Rc + Vv and ns ≤ Vr − Rc

This case of the occupancy corresponds to the situation in which the number of
resources occupied by the stream calls is low enough that the calls that undergo compression
can occupy Rc AUs in the server (Figure 5). Since the total number of AUs demanded
by these calls is higher than Rc, but fulfils the condition: ns + nc ≤ Vr, the elastic and
adaptive calls will be compressed. The queue remains empty. This means that in the
considered interval, compression does occur. Taking into consideration the dependence
between the coefficients γ and ξ and the limitation Rc, the formulae that allow the values
for this parameter to be determined can be written in the following form:

γ(ns, nc) =
1

ns + Rc
∧ ξ(ns, nc) =

Rc

nc
. (15)

Whereas the recursive dependence that makes it possible to determine the probability
distribution will be written in the following form:

P(ns, nc) =
1

ns + Rc

(
ms

∑
i=1

As,iP(ns − ts,i, nc) +
me

∑
i=1

Ae,iP(ns, nc − te,i)+

+
ma

∑
i=1

Aa,i
Rc

nc
P(ns, nc − ta,i),

)
. (16)

Vr Vv Vq

ns nc

Rc

Figure 5. Schematic diagram of the occupancy within the interval Rc < nc ≤ Rc + Vv and
ns ≤ Vr − Rc.

Case Study: Rc + Vv < nc ≤ Rc + Vv + Vq and ns ≤ Vr − Rc

This is a particular case that takes place only when the relation between the parameters
of the considered system and the number of occupied AUs by calls of individual types
is as follows: Vr − ns > Rc + Vv i Vr − ns ≤ Rc + Vv + Vq. In this case, the number of
resources occupied by the calls that are subject to compression is so high that part of them
is placed in the queue (q(ns, nc) 6= 0), despite the fact that the total occupancy of the system
is lower than ns + nc ≤ Vr. This situation is illustrated in Figure 6. Formally, the resources
occupied by the compressed calls should be marked in the corresponding capacity areas of
the system (the virtual part Vv and the queue Vq). However, in order to maintain continuity
of the analysis of the service chain in the model, to determine whether calls are in the queue
the relation between the parameters of the system (Vr, Vv, Vq) and the occupancy of the
resources (ns, nc) must be taken into consideration. Similarly as in the previous considered
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cases, it is possible to determine the value of the parameter γ, the compression coefficient,
and, additionally, the length of the queue (the number of busy resources in the queue):

γ(ns, nc) =
1

ns + Rc
∧ ξ(ns, nc) =

Rc

Rc + Vv
∧ q(ns, nc) = nc − Rc −Vv. (17)

Vr Vv Vq

ns nc

Rc Vv Vq

Figure 6. Schematic diagram of the occupancy of the system within the interval Rc + Vv < nc ≤
Rc + Vv + Vq and ns ≤ Vr − Rc.

The occupancy distribution for this case can be determined from the following formula:

P(ns, nc) =
1

ns + Rc

(
ms

∑
i=1

As,iP(ns − ts,i, nc) +
me

∑
i=1

Ae,iP(ns, nc − te,i)+

+
ma

∑
i=1

Aa,i
Rc

Rc + Vv
P(ns, nc − ta,i),

)
. (18)

3.1.2. System Occupancy: Vr ≤ ns + nc ≤ Vr + Vv

Within this area, the assumption is that all calls occupy the resources that are higher
than the real capacity Vr and lower than the capacity of the server that results from the
maximum compression, i.e., Vr + Vv. As in the earlier presented area, four cases were
defined, in which the determination of the occupancy distribution of the resources in the
system by calls of different types (compressed and not compressed) were considered. These
included the following:

• nc ≤ Rc and ns > Vr − Rc,
• Rc < nc ≤ Rc + Vv and ns ≤ Vr − Rc,
• Rc < nc ≤ Rc + Vv and ns > Vr − Rc,
• Rc + Vv < nc ≤ Rc + Vv + Vq and ns ≤ Vr − Rc.

Case Study: nc ≤ Rc and ns > Vr − Rc

In this case, the stream calls occupy such an amount of resources that the occupancy
of Rc units of the system capacity by compressed calls (elastic and adaptive) is not possible
(Figure 7). The calls can occupy only Vr − ns AUs. Since the number of resources demanded
by the compressed calls in all system satisfies: Vr − Ns < nc < Vr + Vw, the queue is empty
and the coefficients γ and ξ are, respectively, equal to:

γ(ns, nc) =
1
Vr

∧ ξ(ns, nc) =
Vr − ns

nc
(19)

Vr Vv Vq

ns
nc

Rc

Vr-ns

Figure 7. Schematic diagram of the occupancy of the system within the interval nc ≤ Rc and
ns > Vr − Rc.
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The occupancy distributions in the system for the considered case of the occupancy of
resources can be determined according to the following formula:

P(ns, nc) =
1
Vr

(
ms

∑
i=1

As,iP(ns − ts,i, nc) +
me

∑
i=1

Ae,iP(ns, nc − te,i)+

+
ma

∑
i=1

Aa,i
Vr − ns

nc
P(ns, nc − ta,i),

)
. (20)

Case Study: Rc < nc ≤ Rc + Vv and ns ≤ Vr − Rc

In this case of the occupancy of the considered queuing system, the calls that are
subject to compression can occupy Rc AUs in the server. Since their demands are higher
than Rc AUs, they undergo compression, which is presented in Figure 8. Since the demands
of the compressed calls are lower than Rc + Vv, the queue is empty. The parameters γ and
ξ, as well as the occupancy distribution, can be determined on the basis of the following
dependencies:

γ(ns, nc) =
1

ns + Rc
∧ ξ(ns, nc) =

Rc

nc
(21)

P(ns, nc) =
1

ns + Rc

(
ms

∑
i=1

As,iP(ns − ts,i, nc) +
me

∑
i=1

Ae,iP(ns, nc − te,i)+

+
ma

∑
i=1

Aa,i
Rc

nc
P(ns, nc − ta,i),

)
. (22)

Vr Vv Vq

ns nc

Rc

Figure 8. Schematic diagram of the occupancy of the system within the interval Rc < nc ≤ Rc + Vv

and ns ≤ Vr − Rc.

Case Study: Rc < nc ≤ Rc + Vv and ns > Vr − Rc

In this case of the occupancy of the system, the number of occupied resources by
the stream calls is so high that the calls that are subject to compression cannot occupy Rc
server resources (Figure 9). Since the demands of these calls are higher than Vr − ns but
lower than Vr − ns + Vq AUs, the queue is empty but the elastic and adaptive calls undergo
compression. By taking these dependencies into consideration, the coefficients γ and ξ can
be determined in the following way:

γ(ns, nc) =
1
Vr

∧ ξ(ns, nc) =
Vr − ns

nc
(23)

Vr Vv Vq

ns
nc

Rc

Vr-ns

Figure 9. Schematic diagram of the occupancy of the system within the interval nc ≤ Rc and
ns > Vr − Rc.
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The occupancy distribution takes on the following form:

P(ns, nc) =
1
Vr

(
ms

∑
i=1

As,iP(ns − ts,i, nc) +
me

∑
i=1

Ae,iP(ns, nc − te,i)+

+
ma

∑
i=1

Aa,i
Vr − ns

nc
P(ns, nc − ta,i),

)
. (24)

Case Study: Rc + Vv < nc ≤ Rc + Vv + Vq and ns ≤ Vr − Rc

In this case, the occupancy of the system is as follows: the number of AUs occupied
by stream calls is lower than Vr − Rc, while the number of resources demanded by the
compressed calls is so high that not all of the calls can be serviced, even in their compressed
form. A number of calls have to be placed in the queue (Figure 10). In this case, the
parameters γ, ξ and the length of the queue can be determined in the following way:

γ(ns, nc) =
1

ns + Rc
∧ ξ(ns, nc) =

Rc

Vr + Vv − ns
∧ q(ns, nc) = nc − Rc −Vv. (25)

Vr Vv Vq

ns
nc

Rc Vv

Figure 10. Schematic diagram of the occupancy of the system within the interval Rc + Vv < nc ≤
Rc + Vv + Vq and ns ≤ Vr − Rc.

The occupancy distribution for the considered case can be determined from the fol-
lowing dependence:

P(ns, nc) =
1

ns + Rc

(
ms

∑
i=1

As,iP(ns − ts,i, nc) +
me

∑
i=1

Ae,iP(ns, nc − te,i)+

+
ma

∑
i=1

Aa,i
Rc

Vr + Vv − ns
P(ns, nc − ta,i),

)
. (26)

3.1.3. Occupancy of the System: Vr + Vv ≤ ns + nc ≤ Vr + Vv + Vq

The assumption in this area is that calls collectively demand for their service resources
that are higher than the capacity of the server which takes into account the maximum
compression Vr + Vv, but lower than the capacity of the system that takes into account the
capacity of the queue, i.e., Vr + Vv + Vq. Within this area, two cases were defined, in which
the determination of the occupancy distribution of the resources of the system by calls of
different types (compressed and non-compressed) was considered. These are as follows:

• 0 < nc ≤ Rc + Vv + Vq and ns > Vr − Rc,
• Rc + Vv < nc ≤ Rc + Vv + Vq and ns ≤ Vr − Rc.

The Case Study: Rc < nc ≤ Rc + Vv + Vq and ns > Vr − Rc

In this case, the number of occupied resources by the stream calls does not allow the
compressed calls to occupy Rc AUs. On account of the number of the resources demanded
for service by these calls, a number of them have to be placed in the queue, while the
remainder undergo compression. A schematic diagram of the system occupancy for this
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particular case is presented in Figure 11. The parameters γ, ξ and the length of the queue
can be determined as follows:

γ(ns, nc) =
1
Vr
∧ ξ(ns, nc) =

Vr − ns

Vr + Vv − ns
∧ q(ns, nc) = nc −Vr + ns −Vv. (27)

Vr Vv Vq

ns nc

Rc

Vr-ns

Figure 11. Schematic diagram of the system within the interval Rc < nc ≤ Rc + Vv + Vq and
ns > Vr − Rc.

Taking the parameters γ and ξ into consideration, the state occupancy probability in
the considered area takes on the following form:

P(ns, nc) =
1
Vr

(
ms

∑
i=1

As,iP(ns − ts,i, nc) +
me

∑
i=1

Ae,iP(ns, nc − te,i)+

+
ma

∑
i=1

Aa,i
Vr − nc

Vr + Vv − ns
P(ns, nc − ta,i),

)
. (28)

Case Study: Rc + Vv < nc ≤ Rc + Vv + Vq and ns ≤ Vr − Rc

The considered case of the system occupancy is presented in Figure 12. The stream
calls occupy not more than Vr − Rc of the capacity resources of the system in the server.
Because of the number of demanded resources by the calls that are to be compressed, they
will also be placed in the queue, while the number of the resources occupied by the stream
calls will have no effect on the compression coefficient. The parameters γ, ξ and the length
of the queue can be determined in the following way:

γ(ns, nc) =
1

ns + Rc
∧ ξ(ns, nc) =

Rc

Rc + Vv
∧ q(ns, nc) = nc − Rc −Vv. (29)

Vr Vv Vq

ns nc

Rc

Figure 12. Schematic diagram of the occupancy of the system within the interval Rc + Vv < nc ≤
Rc + Vv + Vq and ns ≤ Vr − Rc.

Taking the parameters γ and ξ into consideration, the dependence that makes it
possible to determine the occupancy distribution takes on the following form:

P(ns, nc) =
1

ns + Rc

(
ms

∑
i=1

As,iP(ns − ts,i, nc) +
me

∑
i=1

Ae,iP(ns, nc − te,i)+

+
ma

∑
i=1

Aa,i
Rc

Rc + Vv
P(ns, nc − ta,i)

)
. (30)

To sum up the above considerations on the determination of the distribution in the
presented system, you will find below tables in which the values of the parameters ξ are
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juxtaposed (Table 1) and γ (Table 2) in dependence on the number of the resources occupied
in the system by the stream calls and the compressed calls (elastic and adaptive):

Table 1. Value of the compression coefficient ξ(ns, nc).

Area: 0 ≤ ns + nc ≤ Vr
hhhhhhhhhhhhhhhhhhhnc

ns
ns ≤ Vr − Rc ns > Vr − Rc

nc ≤ Rc 1 1

Rc < nc ≤ Rc + Vv
Rc
nc

—

Rc + Vv < nc ≤ Rc + Vv + Vq
Rc

Rc+Vv
—

Area: Vr < ns + nc ≤ Vr + Vv

nc ≤ Rc — Vr−ns
nc

Rc < nc ≤ Rc + Vv
Rc
nc

Vr−ns
nc

Rc + Vv < nc ≤ Rc + Vv + Vq
Rc

Rc+Vv−ns
—

Area: Vr + Vv < ns + nc ≤ Vr + Vv + Vq

0 < nc ≤ Rc + Vv + Vq — Vr−ns
Vr+Vv−ns

Rc + Vv < nc ≤ Rc + Vv + Vq
Rc

Rc+Vv
—

Table 2. Value of the coefficient γ(ns, nc).

Area: 0 ≤ ns + nc ≤ Vr
hhhhhhhhhhhhhhhhhhhnc

ns
ns ≤ Vr − Rc ns > Vr − Rc

nc ≤ Rc
1

ns+nc
1

ns+nc

Rc < nc ≤ Rc + Vv
1

ns+Rc
—

Rc + Vv < nc ≤ Rc + Vv + Vq
1

Rc
—

Area: Vr < ns + nc ≤ Vr + Vv

nc ≤ Rc — 1
Vr

Rc < nc ≤ Rc + Vv
1

ns+Rc
1
Vr

Rc + Vv < nc ≤ Rc + Vv + Vq
1

ns+Rc
—

Area: Vr + Vv < ns + nc ≤ Vr + Vv + Vq

0 < nc ≤ Rc + Vv + Vq — 1
Vr

Rc + Vv < nc ≤ Rc + Vv + Vq
1

ns+Rc
—

3.2. System Characteristics

With the determined probability distribution P(ns, nc), it was possible to determine
the blocking probability in the system as well as the average lengths of the queues. To
determine the blocking probability for calls of individual classes that belong to stream
traffic or compressed stream, it is necessary to determine the space of the states that are
blocking states for them. In the case of stream calls of class i, this set can be determined is
the following way:

ΩEs,i = {(ns, nc) : (ns < Vr − 1) ∧ (ns + ti,s > Cr − 1∨ ns + nc + ts,i > Vr + Vv)} (31)

This set of states indicates that calls of this type will be rejected only when the number
of AUs occupied by stream calls will be equal to Vr − 1 or to the sum of the occupied
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resources by stream calls and compressed calls will be equal to Vr + Vv. For calls that are
subject to compression and queuing when:

ΩEu,i = {(ns, nc) : (q(ns, nc) > 0∧ q(ns, nc) + tu,i > Vq)}, (32)

where u = {e, u}.
In this case, calls will be rejected if there is no space for them in the queue. The

differences in the sets result from the way calls of particular types are serviced. We have
to remember that in our system the stream calls are not placed in the queue and the
compressed calls have guaranteed minimum resources (1 AU). Therefore, the blocking
probability can be written in the following way:

Ei,s = ∑
ΩEi,s

P(ns, nc), (33)

for stream calls, and:

Ei,u = ∑
ΩEi,u

P(ns, nc), (34)

for calls that are subject to compression.
A very interesting property of the proposed model is its capacity to determine the

total average length of the queue (here understood as the average number of occupied
AUs in the queue) without the necessity of determining additional parameters: the average
number of calls in the server and the average number of calls in the system. The average
length of the queue can be determined using the observations made during the time when
the parameters necessary to define the distribution were determined. In Section 3.1, besides
the parameters ξ and γ, the length of the queue in individual states is also determined,
using the assumption that calls that are subject to compression will always be placed in
the queue when their aggregate demand exceeds the service capacity of the server. In the
case of a lack of free resources in the queue, calls will be rejected. The values of the lengths
of the queues in individual occupancy areas of the considered system are summed up in
Table 3.

Table 3. Queue Length in States ns, nc (q(ns, nc)).

Area: 0 ≤ ns + nc ≤ Vrhhhhhhhhhhhhhhhhhhnc

ns
ns ≤ Vr − Rc ns > Vr − Rc

nc ≤ Rc 0 0
Rc < nc ≤ Rc + Vv 0 —

Rc + Vv < nc ≤ Rc + Vv + Vq nc − Rc −Vv —
Area: Vr < ns + nc ≤ Vr + Vv

nc ≤ Rc — 0
Rc < nc ≤ Rc + Vv 0 0

Rc + Vv < nc ≤ Rc + Vv + Vq nc − Rc −Vv —
Area: Vr + Vv < ns + nc ≤ Vr + Vv + Vq

0 < nc ≤ Rc + Vv + Vq — nc −Vr + ns −Vv

Rc + Vv < nc ≤ Rc + Vv + Vq nc − Rc −Vv —
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With the knowledge of the length of the queue in individual states, it is possible to
determine the average number of busy AUs in the queue using the following formula:

q =
Vr

∑
ns=0

Rc+Vv+Vq

∑
nc=0

q(ns, nc)P(ns, nc). (35)

4. Numerical Results

The proposed analytical model is an approximation, wherein the actual service process
in the system under consideration is substituted with a reversible Markov process. As
a result, the results obtained by the model were compared with the results of a digital
simulation. For this purpose, a simulator of the considered communications system was
developed and implemented in the C++ language. To build the simulator, the event schedul-
ing method [27] was used. The simulator allows the data necessary for the determination
the system’s characteristics, such as the blocking probability or the average queue length
for calls that undergo compression, to be collected and processed. All the results (blocking
probability, average queue length) are presented as the function of offered traffic a for a
single AU of the system:

a =
∑m

i=1 Ai,u

Vr
. (36)

Figures 13 and 14 show the results obtained on the basis of the proposed model for a
system with the parameters: Vr = 10 AUs, Vv = 5 AUs, and Vq = 2 AUs. The constraint is that
the number of the capacity units in the system that can be occupied in the server by calls
that do not undergo compression Rc is equal to 2 AUs. The system under consideration
services three classes of calls: stream, elastic, and adaptive class. Calls of each of the classes
demand for service a single unit of the system capacity: ts,1 = te,1 = te,1 = 1 AU. Calls of
each of the classes arrived in the system equally frequently, since the following proportion
for offered traffic was assumed: As,1 : Ae,1 : Aa,1 = 1 : 1 : 1. Figure 13 shows the obtained
values of the blocking probability, whereas Figure 14 presents the values of the total queue.
As is easily noticeable, after the introduction of the constraints Rc for compressed calls,
their blocking probability is higher than that of the stream calls despite the fact that they
demand identical amounts of resources for their service. The validation of the operation
of the analytical model for small systems (low capacity in relation to call demands) was
crucial as, frequently for such cases, approximate models are characterised by low accuracy.
The presented results confirm high accuracy of the proposed model even for the case of the
analysis of small systems.
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Figure 13. Blocking probability in the system: Vr = 10 AUs, Vv = 5 AUs, Vq = 2 AUs, Rc = 2 AUs,
ts,1 = te,1 = te,1 = 1 AU.
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Figure 14. Average queue length in the system: Vr = 10 AUs, Vv = 5 AUs, Vq = 2 AUs, Rc = 2 AUs,
ts,1 = te,1 = te,1 = 1 AU.

Figures 15 and 16 show the results for a system with the parameters Vr = 20 AUs,
Vv = 8 AUs, Vq = 5 AUs, Rc = 5 AUs. The system was offered four traffic classes: two stream
traffic classes that demanded 1 and 2 AUs, respectively, and two traffic classes of calls that
were subject to compression: elastic that demanded 3 AUs for service, and adaptive that
demanded 2 AUs.
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Figure 15. Blocking probability in the system: Vr = 20 AUs, Vv = 8 AUs, Vq = 5 AUs, Rc = 5 AUs,
ts,1 = 1 AU, ts,2 = 2 AUs, ta,1 = 2 AUs, te,1 = 3 AUs.
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Figure 16. Average queue length in the system: Vr = 20 AUs, Vv = 8 AUs, Vq = 5 AUs, Rc = 5 AUs,
ts,1 = 1 AU, ts,2 = 2 AUs, ta,1 = 2 AUs, te,1 = 3 AUs.
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Figures 17 and 18 show the results for a system with the parameters Vr = 50 AUs,
Vv = 10 AUs, Vq = 6 AUs, and Rc = 5 AUs. Four classes of calls were offered to the system,
identically as in the case of the system presented above. Here, an increase in the capacity
did not influence the accuracy of the model. Figures 19 and 20, in turn, show the results
for a system with the parameters exactly the same as in the previous system, but with the
value of the parameter Rc changed to the value of 15 AUs. An increase in the number of
AUs that can be occupied in the server by calls that undergo compression resulted in the
decrease in the blocking probability for these calls (at the expense of stream calls). The
increase in the parameter Rc also influenced the value of the average queue length, which
was lower. Furthermore, let us note that as the parameter value of Rc and the volume of
offered traffic increase, there is a proportional increase in inaccuracies when estimating the
average queue length.
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Figure 17. Blocking probability in the system: Vr = 50 AUs, Vv = 10 AUs, Vq = 6 AUs, Rc = 5 AUs,
ts,1 = 1 AU, ts,2 = 2 AUs, ta,1 = 2 AUs, te,1 = 3 AUs.
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Figure 18. Average queue length in the system: Vr = 50 AUs, Vv = 10 AUs, Vq = 6 AUs, Rc = 5 AUs,
ts,1 = 1 AU, ts,2 = 2 AUs, ta,1 = 2 AUs, te,1 = 3 AUs.
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Figure 19. Blocking probability in the system: Vr = 50 AUs, Vv = 10 AUs, Vq = 6 AUs, Rc = 15 AUs,
ts,1 = 1 AU, ts,2 = 2 AUs, ta,1 = 2 AUs, te,1 = 3 AUs .

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

 0.3  0.4  0.5  0.6  0.7  0.8  0.9  1  1.1  1.2  1.3  1.4  1.5

av
er

ag
e 

le
n

g
th

 o
f 

q
u

eu
e

offered traffic [erl/AU]

calculatios − qc
simulation − qc

Figure 20. Average queue length in the system: Vr = 50 AUs, Vv = 10 AUs, Vq = 6 AUs, Rc = 15 AUs,
ts,1 = 1 AU, ts,2 = 2 AUs, ta,1 = 2 AUs, te,1 = 3 AUs.

5. Summary

This article proposes an analytical model of a communications and computer system,
in which a number of constraints on the calls that were subject to compression, with the
additional capacity of placing these calls in the queue, were introduced. The stream calls,
due to their significance (e.g., control and management of the system) were not subject
to queuing, so that they were not additionally delayed. Such an approach to the service
of traffic streams of different types can be treated as a kind of a prioritisation mechanism.
In the presented case, it is stream traffic that has higher priority. The model proposed
in this article can be further extended to encompass scenarios where elastic or adaptive
traffic is designed with higher priority. This aspect will be the subject of the research focus
for the present authors in the near future. It is worth emphasising that, despite being an
approximate model, the propose approach effectively serves its purpose in approximating
systems with FIFO queue service discipline.
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