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Abstract: With the increase in model parameters, deep neural networks (DNNs) have achieved
remarkable performance in computer vision, but larger DNNs create a bottleneck for deploying
DNNs on resource-constrained edge devices. The cloud–edge collaborative inference based on
network pruning provides a solution for the deployment of DNNs on edge devices. However, the
pruning methods adopted by existing frameworks are locally effective, and the compressed models
are over-sparse. In this paper, we design a cloud–edge collaborative inference framework based
on network pruning to make full use of the limited computing resources on edge devices. In our
framework, we propose a sparsity-aware feature bias minimization pruning method to reduce the
feature bias that happens during network pruning and prevent the pruned model from being over-
sparse. To further reduce the inference latency, we consider the difference in computing resources
between edge devices and the cloud, then design a task-oriented asymmetric feature coding to reduce
the communication overhead of transmitting intermediate data. With comprehensive experiments,
our framework can reduce end-to-end latency by 82% to 84% with less than 1% accuracy loss,
compared to the cloud–edge collaborative inference framework with traditional methods, and our
framework has the lowest end-to-end latency and accuracy loss compared to other frameworks.

Keywords: collaborative intelligence; network pruning; edge computing; cloud–edge collaborative
computing

1. Introduction

Over recent years, DNNs have achieved state-of-the-art performance in a wide range of
applications, including image classification, semantic segmentation, and object detection [1].
With the continuous improvement of model capacity, DNNs require an increasing amount
of computing and storage resources, which prohibits the full deployment of DNNs on
resource-constrained edge devices. Currently, three main approaches [2] exist to solve this
problem: device-based, edge–server-based, and cloud–edge-based, as shown in Figure 1.
In the device-based approach, computing tasks are offloaded from the cloud center to
the end devices; the structure of this approach is shown in Figure 1a. This will generate
plenty of communication overhead [3]. Due to the limited computing resources of the end
devices, the model accuracy is low and the result is unsatisfactory. As Figure 1b shows,
edge–server-based is to deploy the model on the edge server [4], this approach incurs
significant communication overhead and cannot support latency-sensitive applications.
Figure 1c is the structure of the cloud–edge-based approach; it aims to divide the model
according to the computing tasks and the computing resources of the edge nodes. The
initial part of the model is deployed on edge nodes, and the remaining parts operate in the
cloud. This strategy makes efficient use of the edge nodes’ computing and achieves far
superior latency performance.
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Through cloud–edge collaborative computing, this method enables models to obtain a 
better trade-off between communication overhead and network latency. Recent studies 
have concentrated on DNN partition [5–7]. They attempt to split DNN into two compo-
nents and then employ different strategies to optimize processing load distribution [8]. 
However, the direct partition of the model introduces the following issues: (1) the splitting 
model struggles to adapt to the limited computing resources of the edge nodes; and (2) 
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One potential approach to address the first issue involves considering the optimiza-
tion of the models deployed at the edge. An effective way is to use the neural network 
compression strategy to compress the model operating at the edge. This method ensures 
that the model deployed at the edge node is less sensitive to the edge nodes’ resources. 
Commonly utilized methods for model compression include network pruning [9], param-
eter quantization [10], knowledge distillation [11], and tensor decomposition [12]. The sec-
ond issue can be tackled based on the task and model features, selecting an appropriate 
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The cloud–edge-based approach adopts model splitting to achieve partitioned de-
ployment of the model. Models at the edge nodes are responsible for low-dimension
feature extraction, after which intermediate features are transmitted to the cloud through
wireless networks. Here, the cloud continues to perform the remaining computing tasks.
Through cloud–edge collaborative computing, this method enables models to obtain a
better trade-off between communication overhead and network latency. Recent studies
have concentrated on DNN partition [5–7]. They attempt to split DNN into two compo-
nents and then employ different strategies to optimize processing load distribution [8].
However, the direct partition of the model introduces the following issues: (1) the splitting
model struggles to adapt to the limited computing resources of the edge nodes; and (2) the
random selection of the partition point results in the size of the intermediate features
generated by the model larger than the size of the model input features, thereby increasing
the communication overhead.

One potential approach to address the first issue involves considering the optimiza-
tion of the models deployed at the edge. An effective way is to use the neural network
compression strategy to compress the model operating at the edge. This method ensures
that the model deployed at the edge node is less sensitive to the edge nodes’ resources.
Commonly utilized methods for model compression include network pruning [9], param-
eter quantization [10], knowledge distillation [11], and tensor decomposition [12]. The
second issue can be tackled based on the task and model features, selecting an appropriate
partition point, or employing feature coding to compress and downscale the intermediate
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data generated after the partition. Then the data will be transmitted to the cloud by wireless
networks. The cloud will decode the received data. To reduce the loss of intermediate
features in the encoding and decoding process, certain studies have constructed feature
encoders based on DNNs, such as NECST [13]; these methods compress intermediate
features within an acceptable accuracy loss. Early cloud–edge collaborative inference
frameworks focused on enhancing the selection of partitioning points [14], and designing
model-splitting strategies based on the edge nodes’ computing resources to realize model
partitioning deployment. However, this approach is limited by the extensive number of
parameters in the neural network and only supports edge devices with sufficient com-
puting resources. Subsequently, the work in [15] proposed a cloud–edge collaborative
inference approach with a two-step pruning framework. This approach introduced a model
pruning strategy based on model splitting to reduce the number of parameters in the neural
network. However, this method conducts two pruning operations on the model, reducing
the model generalization ability and resulting in a significant accuracy loss. Additionally,
the communication overhead generated by intermediate feature transmission leads to a
high inference latency. To achieve more efficient cloud–edge collaborative inference, the
work in [16] designed a three-step framework that incorporates model splitting, model
compression, and feature coding to achieve a better trade-off between communication
and computation. However, the framework prunes the model by assigning the channel
mask values to zero according to the given sparsity ratio. The channel pruning algorithm
used for model compression follows a single criterion for choosing channels, focusing
predominantly on local optimization. All channels in the model are compressed to achieve
a sparse network structure, introducing extra computation. Moreover, important channels
are over-regularized, and the model appeared to be underfitting. In addition, the structure
of feature coding within the framework is symmetric, it is not an optimal design for the
edge devices and the cloud due to the significant discrepancy in their computing resources.
In summary, existing cloud–edge collaboration frameworks based on network pruning
encounter two primary issues. (1) These frameworks excessively pursue sparse structure
networks during pruning, resulting in poor generalization ability and over-sparse structure
of neural networks. (2) These frameworks overlook the communication overhead during
cloud–edge collaborative inference or use a symmetric feature coding structure, which
fails to account for the difference in computing resources between cloud and edge devices.
These issues make it impossible for the cloud–edge collaborative inference frameworks
based on network pruning to effectively reduce inference latency and accuracy loss.

In this paper, we propose a cloud–edge collaborative computing method based on
network pruning to reduce the demand for computing resources and end-to-end latency
in collaborative inference. To effectively utilize the computing resources of edge devices,
model splitting was used to make the trade-off between computation and communication.
For the model that needs to be deployed on the edge devices after partition, we designed
a channel pruning method based on sparsity-aware feature bias minimization to control
the FLOPs of the model so that the model can run on more resource-constrained edge
devices. Our sparsity-aware feature bias minimization pruning method is based on global
preference. We performed pruning on partially unimportant channels to prevent the
network structure from being over-sparse. We retained the channel masks during pruning
and activate some unimportant channels in the subsequent process to improve the model’s
generalization ability. Our pruning method addresses the problems of model underfitting
and over-sparse in existing frameworks. Furthermore, we built a task-oriented asymmetric
feature coding to compress the output feature of the edge devices. We improved the feature
coding structure in the existing frameworks by more rationally considering the differences
in computing resources between the cloud and edge. A depthwise separable convolution
module is introduced as our encoder, allowing us to reduce more computation in the
encoding process compared to other frameworks. Our feature coding can balance the
computing resources of the edge and cloud to reduce communication costs during the
cloud–edge collaborative inference.
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In summary, our contributions are as follows:

• We proposed a sparsity-aware feature bias minimization channel pruning method to
compress the model deployed at the edge. It effectively solves the model underfitting
and over-sparse problems after pruning;

• We designed a task-oriented asymmetric feature coding to decrease the communica-
tion overhead required for collaborative inference. It is more rational for the alloca-
tion of computing tasks and reduces the computing complexity during the feature
coding process;

• We combined our model pruning method and feature coding with model splitting to
construct a cloud–edge collaborative inference framework;

• We conducted experiments on the CIFAR-10 dataset, using VGG16, ResNet18, Mo-
bileNetV1, and MobileNetV2, the results demonstrated that our framework can reduce
inference latency with lower accuracy loss.

The rest of this paper is arranged as follows: Section 2 contains related works on
channel pruning, feature coding, and cloud–edge collaborative computing. Section 3 details
the proposed sparsity-aware feature bias minimization channel pruning, the designed task-
oriented asymmetric feature coding, and the cloud–edge collaborative inference framework.
The experiments are conducted in Section 4. Finally, the paper is concluded in Section 5.

2. Related Work

Channel pruning is a structured pruning method. The core idea is to sort channels
or features according to specific criteria, and then remove the corresponding channels to
generate a non-structured sparsity model [17]. Compared to unstructured pruning, this
approach reduces reliance on hardware architecture. With the help of Basic Linear Algebra
Subprograms (BLAS) [18], the model compression and acceleration can be convenient
to implement on common hardware platforms. Earlier research on channel pruning has
compressed DNNs based on filters. Li et al. [19] proposed the Pruning Filter for Efficient
ConvNets (PFEC) to calculate the l1-norm of the filter and remove the filters with a lower
ranking. He et al. [20] found that using the l2-norm as the selection criterion could achieve
better compression. As a result, they designed Soft Filter Pruning (SFP), which adopts the
l2-norm of the filter as the criterion. Instead of removing filters, SFP sets filters’ values to
zero. In addition, researchers have suggested that using the current layer as the selection
criterion can also reduce model parameters. Lin et al. [21] proposed HRank, which uses
Singular Value Decomposition (SCD) to solve the average rank of the filters, and then prune
the model hierarchically to retain the top-k filters. Sui et al. [22] pointed out that the higher
the independence of the channel, the greater the impact on the final results of the model;
they proposed CHannel Independence (CHIP), which uses the activation maps’ nuclear
norm change to represent the independence of the channel. For the criteria of channel selec-
tion, if the consideration is based on the current level only, it may cause the superposition
of global errors and increase the loss of final model accuracy. Yu et al. [23] suggested using
global importance as a criterion for selecting removed channels, and they proposed Neuron
Importance Score Propagation (NISP) to achieve minimal reconstruction error. The research
stated above removes channels according to various criteria, which reduces the number
of parameters and computation of DNNs and encourages the deployment of DNNs on
edge terminals.

In the study of cloud–edge collaborative computing, splitting DNNs into two parts
produces intermediate features, and the latency accrued in transmitting these intermediate
features to the cloud through wireless networks is the main communication overhead in
the collaborative inference process [24]. Ko et al. [25] suggested encoding intermediate
features before transmitting. They combined Huffman encoding and run-length encoding
and took DNN as an encoding pipeline to achieve lossless encoding. Mentzer et al. [26]
evaluated the rate-distortion of the image compression auto-encoder. They designed a
feature coding system to estimate entropy with a context model. Agustsson et al. [27]
jointly trained GANs with a feature encoder and proposed a feature compression system
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that obtained pleasing image decoding results at low bitrates. Due to the difference in
computing resources between edge devices and cloud centers, Yao et al. [28] placed most
of the computational burden on the server side and reduced the computation overhead
of edge devices with no degradation in inference accuracy through a deep offloading
framework. To obtain larger receptive fields, Jiang et al. [29] expanded the size of the
kernel based on the feature weights. They used channels to connect the CNN module to
achieve deep convolution. Based on this convolution method, they proposed SLIC, which
reduces the complexity of the feature encoding process. According to the design of DNNs,
the dimension of intermediate features will gradually deepen, which makes us have to
carefully consider the choice of partition points when using model splitting, while feature
coding allows us to split the model in the early stage and reduce the demand of the model
on computing resources of edge devices.

In recent research, attention has been paid to the efficiency-primary cloud–edge col-
laboration pattern, which employs split deployment [30], splitting the model into two
components: one deployed in the cloud and other in the edge, making full use of the
computing resources of edge devices and reducing end-to-end latency [31]. Kang et al. [3]
adopted model splitting to design a joint inference system that adjusts to the restricted stor-
age space and energy of edge devices while reducing inference delay. Shi et al. [15] offered
a two-step pruning cooperative inference framework that combined model pruning and
model splitting, reducing wireless communication time and total computation workload
in the inference process. Shao et al. [32] concluded that feature compression consumes a
significant amount of time during collaborative computing, therefore they introduced an
end-to-end architecture BottleNet++ to code features by lightweight convolutional neu-
ral networks (CNNs) and achieve a better compression ratio. In subsequent work, they
investigated the important trade-off between model computational cost and intermediate
features transfer communication overhead [16], using the incremental network pruning
and feature encoding designed by DNNs to significantly reduce the inference latency.
MATSUBARA et al. [33] applied knowledge distillation to lighten the model deployed
at the edge; they introduced a bottleneck structure in the model to reduce inference time
and improve accuracy. Banitalebi-Dehkordi et al. [34] proposed a collaborative computing
framework for Auto-Split DNNs that maintains model accuracy and reduces end-to-end
latency. These works optimize cloud–edge collaborative computing from different per-
spectives, effectively utilize computation and storage resources during data transmission,
reduce the energy consumption of edge devices, and provide solutions for deep learning
algorithms to be landed.

3. Methods

In this section, we first describe the shortcomings in common channel pruning algo-
rithms and introduce the feature bias-based pruning method as an alternative to solve
these problems. Then, we introduce our proposed task-oriented asymmetric feature coding.
Finally, we design a cloud–edge collaborative inference framework based on the above two
methods and model splitting to implement DNNs on resource-constrained edge devices.

3.1. Overview of Channel Pruning

Different channel pruning methods use different criteria to determine the importance
of channels, and then remove the unimportant channels to reduce the FLOPs of the model.
Duan et al. [35] investigated the methods using L1-norm and HRank; they found that these
methods were effective on low-dimensional features, but had almost the same performance
as random selection methods on high-dimensional features, and the feature distribution
of the model changed after pruning. Figure 2 explores the relationship between the com-
pression rate, layer depth, and accuracy of different pruning strategies on VGG16 and
ResNet18. These figures show that when the pruning strategy is applied at the shallow
layers of the neural network, the accuracy of the HRank and L1-norm strategies is higher
than the random pruning strategy, but as layers go deeper, the effect of the random pruning
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strategy is similar to the HRank and L1-norm strategies, even the accuracy is higher than
the other two strategies on ResNet18. Figure 3 depicts the changes in image features before
and after pruning. The figure indicates that image features change as the neural network
layers get deeper, and if the network is processed by a pruning algorithm, for the same
layers, the distribution of image features changes more. The criteria used by these methods
to select channels are usually locally optimal, and as the training process proceeds, the best
results cannot be achieved globally, lacking the correlation of global information. To obtain
the expected compression rate, most pruning methods adopt sparse regularization for all
channels [36], resulting in the weight of crucial channels decaying to zero as the dimension
increases, thus leading to the problem of the same criteria in different dimensions, but with
different performance.
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3.2. Sparsity-Aware Feature Bias Minimization Pruning Method

For a convolutional neural network, we useW (l) = {ω(l)
1 , ω

(l)
2 , · · · , ω

(l)
Nl
} ∈ RNl×Cl×kl×kl

to represent it, where W is the weight sets, l is the number of layers, N is the number
of weights, C is the channel, and k is the convolution kernel size. The compression rate
of each layer is denoted as R(l) = {r1, r2, . . . , rl}, so the general channel pruning can be
formulated as

R(l) = {r1, r2, . . . , rl} = ( arg min
r1,r2,...,rl

)L
(
N
(

R(l);W (l)
))

= ( arg min
r1,r2,...,rl

)L
(
N
(

r1, r2, . . . , rl ; ω
(l)
1 , ω

(l)
2 , · · · , ω

(l)
Nl

))
(1)

where L is the loss function, and N is the neural network.
Nowadays, most neural networks have the following basic structure: input layer,

convolutional layer, BN layer [37], ReLU layer [38], and output layer. The BN layer can
increase the generalization ability of the neural networks as well as convergence speed.
ReLU is used as an activation function that enhances the nonlinearity of neural networks.
Let Xl = {x1, x2, . . . , xl} be the input of the BN layer and Yl = {y1, y2, . . . , yl} be the output
of the BN layer, for each dimension of the feature map:

x̂(d)l =
x(d)l − µ

[
x(d)l

]
√

σ2
[

x(d)l

] , y(d)l = γx̂(d)l + β (2)

where d is the dimension, µ[x(d)l ] is the mean of the l-th layer’s d-th dimension, σ2[x(d)l ] is the
variance of the l-th layer’s d-th dimension, and γ and β can modify the BN layer’s output
to provide the possibility of transforming back to any scales [39]; they can be obtained
directly during the training process.

Then, y(d)l is processed by the ReLU activation function:

ŷ(d)l = R
(

y(d)l

)
= max

(
0, y(d)l

)
(3)

where ŷ(d)l denotes the output of the ReLU layer, and R stands for the ReLU activation

function. It is obvious that ŷ(d)l loses some information compared to y(d)l .
After the channel pruning algorithm compresses the model, the feature distribution

usually changes, the difference between the feature distribution of the model before and
after pruning is referred to as the feature bias. Conventional network pruning methods
remove channels according to specific criteria. We denote the output of these methods
as ŷ(d)l1 , and the output of sparsity-aware feature bias minimization is denoted as ŷ(d)l2 . To
quantify the feature bias specifically, the mean of each dimension in each layer can be
calculated, and then the feature bias of each dimension can be expressed as∣∣∣∆µ

(d)
l

∣∣∣ = ∣∣∣µ[y(d)l

]
− µ̂

[
ŷ(d)l

]∣∣∣ (4)

where µ̂ is the mean after pruning.
Substituting ŷ(d)l1 and ŷ(d)l2 into Equation (4), we can reach the following formulas:∣∣∣∆µ

(d)
l1

∣∣∣ = ∣∣∣µ[y(d)l

]
− µ̂

[
ŷ(d)l1

]∣∣∣ (5)

∣∣∣∆µ
(d)
l2

∣∣∣ = ∣∣∣µ[y(d)l

]
− µ̂

[
ŷ(d)l2

]∣∣∣ (6)

where
∣∣∣∆µ

(d)
l1

∣∣∣ denotes the feature bias of conventional pruning methods, and
∣∣∣∆µ

(d)
l2

∣∣∣
denotes the feature bias of our pruning method.

Referring to the related research based on feature shift [35], we further analyze the
validity of using feature bias as the criterion for channel selection.
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Substituting Equation (4) into Equation (2), we can reach the following formulas:

y(d)l = γx̂(d)l + β = γ·
x(d)l − µ

[
x(d)l

]
√

σ2
[

x(d)l

] + β = γ·
x(d)l −

(
∆µ

(d)
l + µ̂

[
x̂(d)l

])
√

σ2
[

x(d)l

] + β (7)

Processing Equation (7):

y(d)l = γ·
x(d)l −

(
∆µ

(d)
l +µ̂

[
x̂(d)l

])
√

σ2
[

x(d)l

] + β

= γ·
x(d)l −µ̂

[
x̂(d)l

]
√

σ2
[

x(d)l

] + β− γ· ∆µ
(d)
l√

σ2
[

x(d)l

]

= γ·

√
σ2
[

x̂(d)l

]
√

σ2
[

x(d)l

] · x(d)l −µ̂
[

x̂(d)l

]
√

σ2
[

x̂(d)l

] + β− γ· ∆µ
(d)
l√

σ2
[

x(d)l

]
(8)

Comparing Equation (7) with Equation (8), we can find that after pruning, the mean of the

feature is β− γ· ∆µ
(d)
l√

σ2
[
x(d)l

] and the standard deviation of the feature is γ·

√
σ2
[
x̂(d)l

]
√

σ2
[
x(d)l

] · x(d)l −µ̂
[
x̂(d)l

]
√

σ2
[
x̂(d)l

] .

This demonstrates the change in feature distribution before and after pruning.
We use feature bias as the criterion for selecting channels in the network pruning so

that the model can be as close as possible to the initial distribution during the pruning
process. In other words, we choose to minimize

∣∣∣∆µ
(d)
l

∣∣∣ as the optimization objective so we
can obtain the following relation:

L

∑
l=1

D

∑
d=1

∣∣∣∆µ
(d)
l

∣∣∣ ≤ L

∑
l=1

D

∑
d=1

∣∣∣∆µ
(d)
l2

∣∣∣ ≤ L

∑
l=1

D

∑
d=1

∣∣∣∆µ
(d)
l1

∣∣∣ (9)

From the comparison expression (9), we can know that the difference between
L
∑

l=1

D
∑

d=1

∣∣∣∆µ
(d)
l

∣∣∣ and
L
∑

l=1

D
∑

d=1

∣∣∣∆µ
(d)
l2

∣∣∣ is smaller; therefore, during the pruning process, our

sparsity-aware feature bias minimization method has a smaller feature bias, which is closer
to the original feature distribution than the conventional pruning methods.

Channel pruning is a regularization method that prevents the model from overfitting;
however, if all channels are pruned, an excessively sparse model will be generated, causing
the model to be underfitting. The sparse pruning approach based on L1 regularization is
denoted as follows:

L = L
(

f
(

I,W (l)
)

, y
)
+ λ

L

∑
l

∣∣∣ω(l)
∣∣∣ (10)

where L is the loss function and λ is a hyperparameter that controls the strength of
the regularization.

Existing pruning methods in the cloud–edge collaborative inference frameworks
regularize all channels to obtain a sparse network, which has a large impact on the final
accuracy. To solve this problem, we only prune some unimportant channels according to
the given sparsity rate. We retain the channel masks of each layer and activate a portion of
the unimportant channels in the subsequent computation phase to prevent the model from
underfitting. We make a penalty on the scaling factors γ of BN. We describe sparsity-aware
regularization as

L = L
(

f
(

I,W (l)
)

, y
)
+ α

L

∑
l

Nl

∑
i=1
M(l)

i

∣∣∣γ(l)
i

∣∣∣ (11)
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where L
(

f
(

I,W (l)
)

, y
)

is the loss function of the normal training, α is used for sparsity
controlling,M is the pruning mask consisting of unimportant channels in each layer.

Therefore, our proposed sparsity-aware feature bias minimization pruning method is
formulated as

L
(

I, y,W (l)
)
= L

(
f
(

I,W (l)
)

, y
)
+ α

L

∑
l

Nl

∑
i=1
M(l)

i

∣∣∣γ(l)
i

∣∣∣+ arg min
L

∑
l=1

d̂l

∑
d=1

∣∣∣µ[y(d)l

]
− µ̂

[
ŷ(d)l

]∣∣∣ (12)

where
L
∑

l=1

d̂l
∑

d=1

∣∣∣µ[y(d)l

]
− µ̂

[
ŷ(d)l

]∣∣∣ denotes the sum of the l-th layer’s feature bias, d̂l is the

d-th dimension after pruning.
In the cloud–edge collaborative framework, we adopt the sparsity-aware feature bias

minimization method to compress the model deployed at the edge. Figure 4 is a diagram
of the sparsity-aware feature bias minimization pruning method. Based on our work,
we use the feature bias as the selection criterion for channel pruning and calculate the
total feature bias values for each channel. The smaller the channel feature bias values,
the smaller the impact of the corresponding channel on the subsequent results. Then, we
remove the channels according to the given sparsity rate, which makes our method sparsity-
aware. For the output layer of edge devices, a higher sparsity rate can be set to reduce the
intermediate data to save communication costs. During each iteration, the pruning steps
are as follows: (1) calculating the output expectation of each channel, and then calculating
the total feature bias; (2) ranking the channels according to the total feature bias, with larger
values corresponding to more important channels; (3) pruning less important channels
according to sparsity rate and applying sparse regularization on the scaling factor γ;
(4) saving channel masks and activating some channels in subsequent processes; (5) fine-
tuning the model for two epochs, and then pruning the next layer.

Electronics 2023, 12, x FOR PEER REVIEW 10 of 22 
 

 

 
Figure 4. Diagram of the sparsity-aware feature bias minimization pruning method. 

3.3. Task-Oriented Asymmetric Feature Coding 
Channel pruning reduces model FLOPs deployed in the edge node, but the impact 

on the overall inference latency of the cloud–edge collaboration framework cannot be ne-
glected due to the communication overhead generated by the partitioned deployment 
strategy. For this reason, feature coding was introduced by us to compress the intermedi-
ate features and save communication costs. Traditional feature coding methods, such as 
source coding, manually encode features. With the advancement of deep learning, most 
feature coding is now built on DNNs. These methods use the encoder to compress features 
at the edge nodes and then build a symmetric decoder in the cloud server to reconstruct 
the data. However, in cloud–edge collaborative applications, the gap between computa-
tion resources at the edge and the cloud is large, and the symmetric coding distributes the 
load equally, which is a suboptimal allocation choice. DNNs are fault-tolerant; thus, even 
if data are over-compressed or partially missing during transmission, their performance 
will not be greatly affected. Task-oriented training of encoder and decoder allows us to 
discard unimportant and redundant information. The encoder of our feature coding is 
deployed at resource-constrained edge nodes, which consist of lightweight neural net-
works. The encoder consists of a depthwise separable convolution module. Depthwise 
separable convolution includes depthwise convolution and pointwise convolution [40], a 
convolution kernel of depthwise convolution only performs convolution operation with 
one channel of the input feature map to obtain the mapping relationship of the same di-
mension. After the depthwise convolution, a pointwise convolution is added to realize 
spatial information extraction for different dimensions. Figure 5 shows the structure of 
standard convolution and depthwise separable convolution. 

Figure 4. Diagram of the sparsity-aware feature bias minimization pruning method.

3.3. Task-Oriented Asymmetric Feature Coding

Channel pruning reduces model FLOPs deployed in the edge node, but the impact
on the overall inference latency of the cloud–edge collaboration framework cannot be
neglected due to the communication overhead generated by the partitioned deployment
strategy. For this reason, feature coding was introduced by us to compress the intermediate
features and save communication costs. Traditional feature coding methods, such as source
coding, manually encode features. With the advancement of deep learning, most feature
coding is now built on DNNs. These methods use the encoder to compress features at
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the edge nodes and then build a symmetric decoder in the cloud server to reconstruct the
data. However, in cloud–edge collaborative applications, the gap between computation
resources at the edge and the cloud is large, and the symmetric coding distributes the
load equally, which is a suboptimal allocation choice. DNNs are fault-tolerant; thus, even
if data are over-compressed or partially missing during transmission, their performance
will not be greatly affected. Task-oriented training of encoder and decoder allows us to
discard unimportant and redundant information. The encoder of our feature coding is
deployed at resource-constrained edge nodes, which consist of lightweight neural networks.
The encoder consists of a depthwise separable convolution module. Depthwise separable
convolution includes depthwise convolution and pointwise convolution [40], a convolution
kernel of depthwise convolution only performs convolution operation with one channel
of the input feature map to obtain the mapping relationship of the same dimension. After
the depthwise convolution, a pointwise convolution is added to realize spatial information
extraction for different dimensions. Figure 5 shows the structure of standard convolution
and depthwise separable convolution.
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Figure 5. The structure of standard convolution and depthwise separable convolution: (a) standard
convolution with the kernel size of K × K; (b) the convolution kernel of each depthwise convolution
has only one channel and the kernel size is K× K. Pointwise convolution is a simple 1× 1 convolution.

For an input feature I ∈ RH×W×C, convolution operation applies to produce an output
feature O ∈ RH×W×N , where H is the height, W is the width, C is the number of channels
of the input feature map, and N is the number of channels of the output feature map. When
the kernel size is K × K and the stride is one, the FLOPs of the standard convolution are
expressed as follows:

SFLOPs = H ×W × K× K× C× N (13)

The FLOPs of depthwise convolution are expressed as:

DFLOPs = H ×W × K× K× C× 1 (14)

The FLOPs of pointwise convolution are expressed as:

PFLOPs = H ×W × 1× 1× C× N (15)

The FLOPs of depthwise separable convolution:

DPFLOPs = DFLOPs + PFLOPs = H ×W × K× K× C + H ×W × C× N (16)
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Comparing the FLOPs of depthwise separable convolution to standard convolution:

DPFLOPs
SFLOPs

=
H ×W × K× K× C + H ×W × C× N

H ×W × K× K× C× N
=

1
N

+
1

K2 (17)

In our encoder structure, the kernel size is 3 × 3, and the number of N is greater than
1. Thus, we can obtain the following formula:

DPFLOPs =

(
1
N

+
1

K2

)
·SFLOPs < SFLOPs (18)

Compared to encoders based on standard convolution, our encoder can significantly
reduce the computation introduced by the encoding process. The output feature’s dimen-
sion on the edge nodes is reduced by point convolution. For image classification tasks, the
“manifold of interest” [41], which includes important feature information, is usually formed
in high-dimension features, after the dimension reduction by pointwise convolution, the
“manifold of interest” can be embedded in a low dimension, and the redundant information
is compressed. The computing resources in the cloud are sufficient, and so the decoder
in the cloud is complex. It contains a self-attention layer and a bottleneck structure to
reconstruct the data from the edge nodes. The self-attention layer learns the relationship
between pixel points at different locations [42], giving the compressed data richer detail in
the reconstruction process. The bottleneck structure includes standard convolution and
pointwise convolution, which allows us to obtain diverse information in high dimensions.
Figure 6 shows the structure of our feature coding.

Electronics 2023, 12, x FOR PEER REVIEW 12 of 22 
 

 

richer detail in the reconstruction process. The bottleneck structure includes standard con-
volution and pointwise convolution, which allows us to obtain diverse information in 
high dimensions. Figure 6 shows the structure of our feature coding. 

 
Figure 6. The structure of task-oriented asymmetric feature coding. 

3.4. Cloud–Edge Collaborative Inference Framework 
According to the above-shown work, we further designed a cloud-edge collaborative 

inference framework, as shown in Figure 7. The framework is based on model splitting, 
combined with network pruning and feature coding. It can make full use of computing 
resources at the edge and the cloud through partition deployment. The framework 
achieves cloud–edge collaborative computing and reduces end-to-end latency. Our frame-
work consists of three workflows. First, based on the model structure, the layer with a 
lower output feature dimension was selected as the partition point. The first part of the 
splitting model was deployed on the edge devices and the rest of the model was deployed 
on the cloud. Then, the model deployed on the edge part was compressed by our sparsity-
aware feature bias minimization pruning method to remove selected channels layer-by-
layer until the partition location, which reduces redundant model parameters deployed 
at the edge. The rest of the model after model splitting maintains the original structure 
and parameters on the cloud. Finally, the feature coding designed by us was introduced 
at the partition location. At the edge, dimension reduction was used to compress the in-
termediate features. The compressed data transfers to the cloud through the wireless net-
work, where the decoder reconstructs the data, and then the cloud continues to carry out 
the remaining inference steps. 

Figure 6. The structure of task-oriented asymmetric feature coding.

3.4. Cloud–Edge Collaborative Inference Framework

According to the above-shown work, we further designed a cloud-edge collaborative
inference framework, as shown in Figure 7. The framework is based on model splitting,
combined with network pruning and feature coding. It can make full use of computing
resources at the edge and the cloud through partition deployment. The framework achieves
cloud–edge collaborative computing and reduces end-to-end latency. Our framework
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consists of three workflows. First, based on the model structure, the layer with a lower
output feature dimension was selected as the partition point. The first part of the splitting
model was deployed on the edge devices and the rest of the model was deployed on the
cloud. Then, the model deployed on the edge part was compressed by our sparsity-aware
feature bias minimization pruning method to remove selected channels layer-by-layer
until the partition location, which reduces redundant model parameters deployed at the
edge. The rest of the model after model splitting maintains the original structure and
parameters on the cloud. Finally, the feature coding designed by us was introduced at the
partition location. At the edge, dimension reduction was used to compress the intermediate
features. The compressed data transfers to the cloud through the wireless network, where
the decoder reconstructs the data, and then the cloud continues to carry out the remaining
inference steps.
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4. Experiments

In this section, we first evaluate the performance of our framework on the image
classification task. Then, we compare our framework with similar ones for analysis. Finally,
ablation studies are designed to verify the effectiveness of our proposed methods.

4.1. Experimental Setup
4.1.1. Network and Dataset

We selected four representative networks, VGG16 [43], ResNet18 [1], MoblieNetV1 [44],
and MoblieNetV2 [41], which have achieved remarkable results in image classification and
are widely used in various computer vision tasks. We used the CIFAR-10 [45] dataset as
our experimental data, which has 10 classes and contains 60,000 color images with pixels
of 32 × 32.

4.1.2. Baselines

Three methods are used in our framework: model splitting, model compression, and
feature coding. To completely verify the effectiveness of our framework, four baselines
are considered in our experiments: (1) Only Splitting, a framework for cloud–edge col-
laborative inference based on model splitting which focuses on the selection of model
partition points; (2) two-step Pruning [15], a framework that prunes the model parame-
ters twice, once on the full model and once on the model deployed on the edge devices;
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(3) BottleNet++ [32], a cloud–edge collaborative inference framework based on feature
coding to reduce communication latency; and (4) CCTO [16], a framework incorporating
three techniques: model splitting, model pruning, and feature coding.

4.1.3. Hardware Configuration

In the experiment, we chose Raspberry Pi 3 Model B as the edge node; our cloud
server is equipped with an NVIDIA GeForce RTX 3080 Ti GPU. The specific parameters of
our hardware platform are shown in Table 1.

Table 1. The specifications of the hardware platform.

Platform Device Processor Freq. RAM

Edge Node Raspberry Pi 3 Model B ARM Cortex-A53 (Advanced
RISCMachines, Cambridge, UK) 1.2 GHz 1 GB

Cloud Server Desktop

Intel i7-11700 CPU (Intel in Santa
Clara, CA, USA) + NVIDIA GeForce

RTX 3080 Ti GPU (NVIDIA
Corporation in Santa Clara, CA, USA)

2.5 GHz 32 GB

4.1.4. Metric

For the cloud–edge collaborative inference framework, end-to-end latency and ac-
curacy loss are the main evaluation metrics. The end-to-end latency consists of three
components: edge node inference time Tedge, cloud–edge data transmission time Ttrans,
and cloud inference time Tcloud. The total end-to-end latency is denoted as Ttotal = Tedge +
Ttrans + Tcloud. Accuracy loss is the change in classification accuracy after using the cloud–
edge collaborative inference framework. The factors that affect the model classification
accuracy include the model pruning method and feature coding method.

4.2. Results and Analysis
4.2.1. Trade-Off between End-to-End Latency and Accuracy Loss

To verify whether our cloud–edge collaborative inference framework can achieve
a better trade-off between end-to-end latency and accuracy loss, we used VGG16 and
ResNet18 networks for image classification tasks on the CIFAR-10 dataset. We used the
same hardware platform, kept the network bandwidth at 1 Mbps, and measured the end-
to-end latency and accuracy loss of the different frameworks. We compared the Only
Splitting framework with our framework on MobileNetV1 and MobileNetV2 networks.
The experimental results are shown in Table 2.

Based on the experimental results, we can observe that our cloud–edge collaborative
inference framework achieved optimal results on both VGG16 and ResNet18. Compared
with the Only Splitting framework, for VGG16, our framework reduced end-to-end latency
by 82.69% with 0.89% accuracy loss; for ResNet18, its inference speed increased by 83.61%
with 0.84% accuracy loss. The overall structure of our framework is most similar to
CCTO; compared with it, our approach reduced the end-to-end latency by 14.54% and
15.86% in VGG16 and ResNet18, respectively, and we achieved lower accuracy loss. In
addition, MoblieNetV1 and MoblieNetV2 are lightweight neural networks designed for
edge computing. The existing frameworks do not provide their inference latency and
accuracy loss on both networks. We also use them as our experimental networks. For
MoblieNetV1, our framework reduced end-to-end latency by 15.13% with 0.62% accuracy
loss. Our framework improved inference speed by 10.02% on MoblieNetV2 with only 0.27%
accuracy loss. For MobileNetV1 and MoblieNetV2, which perform well on their own, our
framework can further improve the upper bound of their performance, which proves the
effectiveness of our framework. The experiments demonstrate that our framework can
achieve a better trade-off between end-to-end latency and accuracy loss. It shows that
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our framework can adapt to neural networks with more complex structures compared to
other frameworks.

Table 2. Comparison of different collaborative inference frameworks.

Test Network Comparison
Framework

Params
(M)

FLOPs
(M)

End-to-End
Latency

(ms)

Acc.(TOP-1)
(%)

Acc. Loss
(%)

VGG16

Only Splitting 15.8 436.8 65.52 92.63 -
Two-step Pruning [15] 15.8 436.8 19.83 90.17 2.46

BottleNet++ [32] 15.8 436.8 16.48 91.06 1.57
CCTO [16] 15.8 436.8 13.27 90.94 1.69

SAFBMP (Ours) 15.8 436.8 11.34 91.74 0.89

ResNet18

Only Splitting 11.69 37.52 43.68 94.18 -
Two-step Pruning [15] 11.69 37.52 12.09 91.36 2.82

BottleNet++ [32] 11.69 37.52 9.34 93.02 1.16
CCTO [16] 11.69 37.52 8.51 92.53 1.65

SAFBMP (Ours) 11.69 37.52 7.16 93.34 0.84

MobileNetV1
Only Splitting 3.2 46.35 10.64 88.57 -

SAFBMP (Ours) 3.2 46.35 9.03 87.95 0.62

MobileNetV2
Only Splitting 3.47 7.39 9.58 89.54 -

SAFBMP (Ours) 3.47 7.39 8.62 89.27 0.27

4.2.2. Trade-Off between Computation and Communication

Our cloud–edge collaborative inference framework aims to enable DNNs to be better
deployed on resource-constrained edge devices, so the evaluation of computation and
communication trade-offs can validate the effectiveness of our methods on edge devices.
We deployed tasks with different computational complexity on edge nodes to test the
communication overhead. Then, we analyzed the performance of our framework on
resource-constrained edge devices and made a comparison with other frameworks. The
dataset for the experiment was CIFAR-10 and the test network was VGG16. The exper-
imental results are shown in Figure 8. According to the communication-computation
trade-off curves, our framework enabled a superior trade-off between computation and
communication overhead when performing tasks with the same FLOPs on edge devices. In
particular, our framework significantly reduced the communication overhead compared
with the cloud–edge collaborative inference framework that only uses model splitting.
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4.2.3. Inference Latency under Low Network Bandwidth

We kept the computation capability and storage capacity fixed and tested the inference
latency under low network bandwidth. Figure 9 shows the comparison of the relationship
between inference latency and network bandwidth for different frameworks. Among all
the frameworks, our framework had the lowest latency while achieving the most stable
performance for the same network bandwidth. Our framework includes a sparsity-aware
module that enables us to flexibly adapt the model’s FLOPs on edge devices when the
network bandwidth changes. Meanwhile, because our framework has a task-oriented
asymmetric feature coding structure, allowing our framework to have more choices for
computation offloading.
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4.2.4. Impact of Communication Environment

This section explores the impact of the communication environment on the inference
latency of our framework. We used the WiFi network as the external traffic load and
changed the WiFi network bandwidth from 1 Mbps to 5 Mbps to simulate the external
communication environment. Figure 10 shows the impact of communication environment
changes on our framework. The results showed that the inference latency gradually
decreased with the increase in network bandwidth, but the decreasing trend was not
obvious. Even if the network communication bandwidth was sufficient, our framework
still maximized the edge devices’ computing resources rather than simply transferring
all the computational tasks to the cloud. It indicates that our cloud–edge collaborative
inference framework can maintain stability when facing changing network conditions.
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4.3. Ablation Study

Our cloud–edge collaborative inference framework adopts channel pruning to lighten
the models deployed on edge devices and introduces a feature coding approach to com-
press the intermediate features generated by model splitting to reduce the communication
overhead between cloud and edge. To further explore the role played by our designed
network pruning approach and feature coding structure in reducing the model inference
latency, we designed the following comparison frameworks: (1) a cloud–edge collaborative
inference framework based on model splitting; (2) a cloud–edge collaborative inference
framework based on model splitting and network pruning (without feature coding); (3) a
cloud–edge collaborative inference framework based on model splitting and feature cod-
ing (without network pruning); and (4) a cloud–edge collaborative inference framework
based on model splitting, network pruning, and feature coding. We used VGG16 as the
experimental network, CIFAR-10 as the experimental dataset, and the average upload
transmission rate was 1 Mbps.

In the first part of the neural network, the intermediate features are larger than the
input features due to the increase in the number of feature mappings, which increases the
inference latency. Figure 11 shows that our designed channel pruning and feature coding
can effectively compress the redundant data. When using our designed pruning method on
the neural network alone, it is better than the framework with model splitting at different
network layers, and in the best of circumstances, it can reduce the inference latency by
2.84×. The latency at different network layers when only adding feature coding to the
network is lower than the way without feature coding, which demonstrates that although
our feature coding introduces extra computation, the time cost of extra computation is much
lower than the communication overhead of directly transmitting intermediate features.
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5. Conclusions

In this paper, we have designed a cloud–edge collaborative inference framework for
the deployment of DNNs on resource-constrained edge devices. Our framework improved
the inference speed by 82% to 84% compared to cloud–edge collaborative inference frame-
works with model splitting because of the sparsity-aware feature bias minimization method
in our framework, enabling us to reduce the model FLOPs deployed on the edge devices;
additionally, our task-oriented asymmetric feature coding method compresses the interme-
diate features to further reduce the communication overhead between cloud and edge. Our
sparsity-aware feature bias minimization method uses feature bias as the criterion for re-
moving channels, which solves the problem of pruning methods in similar frameworks that
tend to be locally optimized and over-sparse. Furthermore, our task-oriented asymmetric
feature coding accounts for the load distribution between cloud and edge more rationally.
As a result, our framework outperforms similar frameworks on the same computing tasks
with lower inference latency, accuracy loss, and communication overhead.

We explore the possibility of using multiple compression methods for cloud–edge
collaborative computing, providing a new approach to DNNs for resource-constrained
devices (such as embedded devices, and smart sensors). We validated the performance
of our framework on typical network structures, but edge devices need to use different
networks to perform better. More work is needed to refine our framework’s methods
to enable it to adapt to complex and diverse network structures. In addition, energy
consumption is a factor that should be considered when deploying DNNs on edge devices;
we plan to combine methods such as reinforcement learning to save energy consumption
and enhance energy efficiency. For future work, we will conduct more experiments to
explore the application of our framework in the Internet of Vehicles, smart manufacturing,
and smart cities.
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