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Abstract: A tapped delay line (TDL)-based time-to-digital converter (TDC) implemented on an FPGA
(Field Programmable Gate Array) is sensitive to nonlinearities because of significant variations in the
delay of the delay elements. Most of the nonlinearity of FPGA-based TDCs comes from the routing of
the design. It is promising to realize TDCs using internal routing resources available in FPGAs, as
these devices contain a lot of routing resources and are resistant to voltage and temperature changes.
This work implements and tests a TDC based on a series of counters driven by a variable delay
line that exploits the internal routing resources available in the FPGA as delay elements. A manual
placement and routing technique that results in greater resolution and linearity is proposed. The
time-interleaving concept is used to improve the resolution of the TDC. A measurement matrix with
512 and 1024 parallel counters is implemented on a Zynq Evaluation and Development (ZED) board.
The result of the 1024-unit TDC showed that a dynamic range of 93.6 ns can be measured using a
4-bit coarse gray code counter running at a reference frequency of 171 MHz, and a resolution of 5.7 ps
is achieved. The implemented TDC is low-cost, has a fast time to market, and it benefits from the
abundant routing resources in the FPGA.

Keywords: tapped delay line (TDL); time to digital converter (TDC); field programmable gate arrays
(FPGAs); delay elements

1. Introduction

A time-to-digital converter (TDC) converts an input, which is a time interval between
a start and a stop event, to a digital number [1–4]. TDCs can be realized in an analog
or a digital form. A complementary metal–oxide semiconductor (CMOS) process has
been predominant over analog architecture implementations because it is easy to fabricate
and can easily be integrated with Very Large-Scale Integration (VLSI) designs. All digital
TDCs can be realized as fully customizable Application-Specific-Integrated-Circuit (ASIC)-
based circuits or as reconfigurable Field-Programmable-Gate-Array (FPGA)-based circuits.
ASIC-based TDCs [5–7] can be designed to achieve better resolution because they are fully
customizable, but they take a long time to develop and are costly compared to FPGA-
based TDCs. Moreover, it is hard to reconfigure an ASIC-based TDC once it is designed.
FPGA-based TDCs are low-cost, configurable, and fast to develop [2,8–10]. The intrinsic
propagation delay of FPGA-based TDCs, which is set and cannot be modified by the
designer, restricts the resolution and is one of the issues they face.

A comprehensive literature review on different topologies of time-to-digital converters
(TDCs) is presented in [11]. The simplest technique to realize a digital TDC is to use
the counter-based approach. Other TDC topologies use the time interpolation technique.
These TDCs include delay line-based TDCs, also known as Tapped Delay Line (TDL) TDCs
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or Flash TDCs [8,12–14], Vernier delay line TDCs utilized by designers to improve the
resolution beyond the cell delay [10,15–17], Delay Locked Loop (DLL) TDC [7,18] or wave
union TDC [19–21].

The delay lines are commonly based on carry chains [4,8,12,19], logic gates, buffers or
inverters [22,23] available in the FPGA. Due to their comparatively high linearity, carry chain
delay lines are frequently used by designers. The carry logic is a dedicated logic element in
the FPGA, with its routing path aimed at performing fast arithmetic and logic operations.

Studies [2,24] show that most of the delay non-linearity comes from the routing path
delay in the FPGA. The automatic placer and router provide unpredictable routing paths
in the implementation [25]. These routing path delays found in the FPGA have been used
as delay elements in some research [2,24,26]. Wires, switch boxes, and Programmable
Interconnect Points (PIPs), which make up more than 80% of the space of an FPGA, provide
plentiful routing resources. Additionally, since routing paths are insensitive to variations
in voltage and temperature, realizing TDCs utilizing internal routing resources as delay
elements improves measurement stability.

The general architecture of Xilinx FPGAs consists of two-dimensional arrays of CLBs
(Configurable Logic Blocks) with programmable routing wires placed in vertical and
horizontal directions between CLBs [25,27,28]. This is depicted in Figure 1. The routing
resources in the FPGA’s routing architecture include switch boxes (SBs), connection boxes
(CBs), and wires in vertical and horizontal tracks. CBs connect the horizontal and vertical
wires with the CLB input and output pins. Switch boxes allow wires switching from
horizontal routing channels to vertical ones and vice versa. The placement of logic gates
in the FPGA is identified by X and Y coordinates. Slices, SBs, CBs, and wires have their
corresponding XY coordinates.
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By forgoing the special delay elements inherent in FPGAs and employing internal
routing resources as delay elements, a 9 ps resolution Vernier delay line TDC is built in [24].
In [2], a new TDC design based on a counter matrix is described. A resolution of 7.4 ps
is attained by arranging the counters in a rectangle matrix and the driver outside the
TDC matrix.

Although the architecture of the TDC in our work is based on the methods described
in [2], our study shows that without knowing how the FPGA’s automatic placer and router
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work, it takes a lot of trial and error to identify the best driver location that offers good
path delay linearity and resolution. This work examines the ZedBoard FPGA’s [29] routing
architecture, and a manual placement and routing method is proposed to achieve high-
resolution TDC. Our research, which, as far as we know, has not been conducted on a
ZedBoard FPGA, enhances the TDC’s resolution when compared to earlier studies [2,24]
that have used comparable techniques. The findings of this investigation also demonstrate
the tradeoffs between the path delay linearity, resolution, power consumption, and resource
utilization of TDC.

This paper is organized into four sections. Section 2 presents the proposed architecture
of the TDC, the type of FPGA used, and its routing architecture; Section 3 explains the
experimental setup and simulation results, and compares the obtained results to earlier
investigations. This paper is concluded in Section 4 with a summary of the findings and
suggestions for further research.

2. Methodology
2.1. Principle and Architecture of the Implemented TDC

Using a counter is the most straightforward method of TDC implementation on FPGA.
A counter counts with a clock period equal to the reference clock’s cycle time to convert a
time interval from a START to a STOP event to a digital output [2,4,26]. Figure 2 illustrates
the operation of a counter-based TDC.
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Figure 2. Timing diagram for counter method implementation of time-to-digital converter.

The time interval we want to measure in Figure 2 is Tx and an enable signal is generated
according to Tx. The counter begins to run when the START signal rises, therefore it counts
using the reference clock’s cycle time. The counter is disabled at the edge of the STOP
signal, and it ceases to count. Given that the counter counts to Nre f with a reference clock
frequency of fre f , the coarse time measured by the counter (T) is mathematically defined in
Equation (1). The time measurement error (∆T) is calculated as in Equation (2).

T =
Nre f

fre f
(1)

∆T = T − Tx = t2 − t1 (2)

A counter-based TDC has the benefit of being easy to deploy and having a wide
measuring range. The measuring range or dynamic range of the TDC is increased with an
overhead of area by raising the counter’s bit count. However, resolution is constrained by
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the counter’s clock frequency. The counter should be derived using a high-speed reference
clock to obtain a fine resolution. As a result, in multistage converters, counter-based TDC
implementation is typically realized as a coarse TDC.

In paper [2], a novel method for enhancing the resolution of a TDC on an FPGA is
proposed that utilizes parallel counters in a delay line. Figure 3 shows the structure of the
TDC implementation using a matrix of counters.
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A delay line composed of a series of delay elements, each having a delay value equal
to D, is compelled to pass an enable signal, En. The subsequent counters with a D time
difference are enabled by this enable signal. The parallel counters are driven by the same
clock signal. At the falling edge of the enable signal, the output of the counters is sampled.
The time measured (Tx) and the measurement error (∆Tx) for K parallel counters can be
calculated using Equations (3) and (4) respectively.

Tx =
1
K ∑K−1

i=0 Nre f ,i

fre f
(3)

∆Tx =
1
K ∑K−1

i=0 ∆Tx,i =
1
K ∑K−1

i=0 (t2,i − t1,i) (4)

where Nre f ,i is the output of the ith counter, ∆Tx,i is measurement error associated with the
ith counter, t2,i and t1,i are the fine times t2 and t1 of the ith counter.

The timing diagram of the counter based on delay line TDC is presented in Figure 4.
In the figure, the initial enable signal and its delayed versions after being processed by the
delay elements are displayed. The counter output can be K, K + 1, or K − 1. The phase
difference between N parallel counters and the reference counter is −1, 0 or +1. These
scenarios can be represented using only two bits. Therefore, to reduce resource usage as
indicated in [2], only one coarse n-bit counter and N − 1 two-bit counters are used.
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The counter based on the delay line TDC for linear measurement can only be con-
structed if all of the delay elements have the same delay D as represented in Equation (5).
Another difficulty is that the full delay line’s overall delay must equal one reference
clock period.

D =
1

K ∗ fre f
(5)

2.2. Enable Signal Generation

ZedBoad FPGA [29] is used for the experimental setup and testing, as is explained
in detail in Section 3. In the proposed TDC architecture, an SR latch Programmable logic
is constructed using the Xilinx Vivado design suite to produce the EN signal that enables
the parallel counters. Two clock signal sources with slightly different frequencies were
generated by the FPGA PLL to drive the S and R inputs of the SR latch. A clock source with
a 100 MHz clock frequency drives the R input while a clock source with a 100.19608 MHz
clock frequency drives the S input. These two slipping clock inputs generate a gate signal
with different widths. The behavior of the EN signal generation is simulated using Matlab
2020. The simulation result is depicted in Figure 5. In the diagram, Clock 1 in the blue
line plot drives the SR latch’s S input, while Clock 2 in the red line plot drives the SR
latch’s R input. The frequencies of Clocks 1 and 2 are slightly different. The output of the
SR latch is, therefore, Set, Reset, or Latched based on the phase difference between the
two clocks as indicated by the blue line. In this manner, a different width enable signal is
generated, as seen in the black line plot. This EN signal input feeds each parallel counter.
The counters begin counting at the rising edge of the EN signal and sample their output at
the EN signal’s falling edge.
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2.3. FPGA’s Routing Architecture (ZedBoard)

FPGAs are structured comprising these three blocks:

1. Programmable logic blocks that implement logic functions;
2. Programmable routing architecture that connects these logic blocks;
3. Input/Output blocks connected to the logic blocks through the routing architecture to

make off chip connections.

Most of the FPGA area is devoted to its programmable routing resources. FPGAs are
made flexible and programmable by this [25,30].

Wires can move from a horizontal routing channel to a vertical routing channel using
switch boxes. Figure 6a illustrates the topology of the switch boxes that are available on the
ZedBoard, which was extracted from the Xilinx Vivado 2020.1 design suite software. The
SB has a variety of PIPs that allow users the selection from various routing wires that are
available in the FPGA architecture. This is shown in Figure 6b.
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Routing wires might be short, long or of medium length. The amount of CLBs that
the wires traverse determines their length. According to the number of CLBs, they span
and the direction in which they route the CLBs, routing wires in the ZedBoard FPGA are
given different classifications. The amount of CLBS they cover can be one, two, four, or
six. North, Northeast, Northwest, South, Southwest, Southeast, East, or West are route
directions for the routing wires.

Only one CLB is covered by short or single-length wires. They are designed to be used
for brief connections between CLBs. Medium wires or double-length wires are wires that
span two CLBs, and they are intended for moderately long connections with lower routing
delays. While long wires that span four and six CLBs are intended for long connections
between CLBs, they have lower routing delays and skew compared to the short wires.

3. Experimental Results and Discussion
3.1. Implementation and Simulation Results

An FPGA-based TDC with 512 parallel counters based on delay lines is implemented,
and the sorted path delay characteristics with different scenarios are presented in Figure 7.
In the figure, the blue line represents the sorted path delay plot for the design without
constraining the placement of counters or the net routing order. The red line is the plot of the
sorted path delay after routing the EN net first. The yellow line represents the sorted path
delay after constraining the placement of the counters in a 4 × 128 rectangular matrix. The
purple line is the plot of the sorted path delay after placing the design in the 4 × 128 matrix,
routing the EN net first, and constraining the driver location outside the matrix. The plot
shows that placing the driver outside the matrix (the purple line) provides a delay line with
a dynamic range of 2.5 ns and a resolution of (2.5 ns/512 = 4.9 ps). Although the linearity
compared to other scenarios presented in the figure seems to be better in the middle of the
delay line, it is not good at the start and end of the plot.
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As can be seen in Figure 7, even after constraining the placement of the design in a
rectangular matrix and placing the driver outside the matrix, obtaining a good linearity
delay line is challenging and it involves a lot of trial and error to find the right driver
location. After many trials and errors of placing the driver outside the matrix, constraining
the router to route the EN net first and constraining the router’s minimum path delay time,
a good linearity delay line is found. This is presented in Figure 8 below. In the figure, the
sorted path delay for distinct locations of the driver is plotted. The yellow line where the
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driver is located at X103Y47 and the minimum routing delay is set to 2 ns gives a linear
delay line with a resolution of 20 ns/512 = 39 ps. The red line where the driver is located
outside the matrix at X113Y47 and the minimum routing delay is set to 4 ns and the blue
line with the driver located outside the matrix at X63Y47 and the minimum routing delay
set to 4 ns has a better resolution (4 ns/512 = 7.8 ps), but the linearity at the start and end of
the path is not as good as those of the yellow line.
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Finding the right driver location for linear path delay output is challenging due to
the FPGA router’s automatic routing and cost-versus-delay tradeoff. Studying the FPGA’s
routing architecture helps achieve optimal design points with good resolution and linearity.

3.2. Parallel Delay Lines with Fixed Manual Routing of the EN Net

To avoid the trial-and-error approach, manual placement of the counters and fixed
routing of the EN net is proposed in this paper. This overcomes the routing unpredictability.
The FPGA’s CLBs and routing resources are placed in a rectangular fashion in XY plane
coordinates. By placing the counters in a rectangular matrix, parallel delay lines with
interleaving delay times can be formed. Vertical and horizontal routing lines on the
ZedBoard FPGA are available as short wires that only span one CLB, medium wires that
span two or four CLBs and long wires that span six or twelve CLBs. These wires have
different routing delays associated with them. As reported by Vivado, short wires are 74 ps
and long wires are 120 ps. The delay associated with the wires increases when the wires
are loaded.

The first scenario of manual fixed routing is performed for 512 counters that are placed
in 4 × 128 rectangular matrixes. The driver is located outside of the matrix at the bottom
right. A linear delay line can be achieved by maintaining the uniformity of routing through
the matrix. To achieve this, wires are routed via each parallel delay line in the same manner.
This is depicted in Figure 9. As can be seen in the figure, four parallel delay lines are
formed, each with 128 counters. The counters in a single delay line are routed using vertical
short wires that only span a single CLB. The short wires are depicted as the red-directed
wires in the figure. The driver is directed to the four parallel delay lines by the green wires.
The dynamic range of the TDC is the total sum of the path delays of the short wires in a
single delay line. The resolution of the TDC is improved by time interleaving between the
parallel delay lines created by the delay difference between the green wires (T1, T2, T3,
and T4).
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The simulation result after implementing manual placement and manual routing for
Scenario 1 is presented in Figure 10. The result shows that the output is linear; therefore,
the positioning of the driver does not require any trial and error. The dynamic range for a
512-unit TDC is 20 ns, and the resolution is 20 ns/512 = 39 ps.
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The Scenario 2 approach of manual fixed routing is implemented using a combination
of long and short wires to route the counter matrixes, as shown in Figure 11. The long wires
are the yellow-directed wires that span six CLBs. They are intended for long connections
with smaller delays because the switching delays associated with them are small. Short
wires (red-directed wires) span only a single CLB. A block contains six counters, each routed
with short wires. Blocks are routed to other blocks with long wires with smaller delays
compared to the total path delay within a block. This creates more parallel delay lines with
fine time interleaving, which in turn leads to better resolution. The time interleaving in
Scenario 2 is a two-way interleaving, one caused by the green wires among the four parallel
delay lines and the other caused by the yellow wires among the different blocks within a
single delay line.
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A comparison of the sorted path delays for 512-unit TDC between Scenario 1 and
Scenario 2 implementations is presented in Figure 12. The dynamic range for Scenario 2 is
5 ns, and its resolution is 5 ns/512 = 9.7 ps. Routing the design with a combination of long
and short wires increases the number of interleaving blocks and improves the resolution
by fourfold when compared to Scenario 1.
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Figure 12. A comparison between manual routing Scenario 1 and Scenario 2 for 512-unit time-to-
digital converter.

Increasing the number of counters to 1024 doubles the number of parallel delay
lines to eight. A total of 1024 counters are placed in an 8 × 128 matrix, and Scenario
2 fixed manual routing of the EN net is implemented. The sorted path delay for the
1024-unit TDC is plotted in Figure 13. The dynamic range of the path is 5.831 ns, and
the resolution is 5.831/1024 = 5.7 ps. Increasing the number of counters enhances the
resolution. The reference clock that drives the parallel counters is set to a frequency of
1/5.831 ns = 171 MHz.
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3.3. Experiments and Results

For the experimental setup, a Zynq Evaluation and Development (ZED) Board is used.
It has a Zynq 7000 ARM processor and an FPGA SOC (System-On-Chip). It is a low-cost
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development board used for prototyping [29]. The Zed board used for the experiment is
presented in Figure 14.
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Figure 14. Zynq Evaluation and Development board used for evaluating TDC.

The steps followed for the experimental setup are presented in Figure 15. An IP
integrator is invoked to create a block diagram for the implemented design. A top-level
hardware description language (HDL) wrapper is generated. After successfully running
constrained synthesis and implementation of the design, a bit stream is generated, and the
hardware is exported to a PC. A software platform and application projects are created on
Xilinx Vitis to test the hardware. The output of the counters is sampled at the occurrence of
the STOP event and stored in memory. The processing of the data is performed on the Zynq
processing system of the evaluation board. Vitis has a built-in serial terminal program that
makes it possible to transfer the processed data through a universal asynchronous receiver
and transmitter (UART) to a PC. The graphical plots are generated in Matlab 2020 [31].
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Figure 15. Embedded System Design using Vivado + Vitis.

The test setup for the design is depicted in Figure 16. It includes the Zynq processing
system (PS), the TDC tester module, an SR latch that generates an Enable signal for the TDC
module, the AXI interfaces and block RAMs. All the components are configured according
to the design. The board is powered by a 12 V power supply. The data evaluation and
calculation are performed on a personal computer.
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Figure 16. Experimental test system.

The design after placement and routing on the FPGA chip is presented in Figure 17.
The TDC is placed in 8 × 128 matrixes. This is shown by the purple rectangular line in
Figure 17a. The driver is placed outside the matrix on the bottom right. The routing of the
design is also presented in white lines in Figure 17b. The routing is manually fixed so that
it is uniform.
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Figure 17. (a) The proposed time-to-digital converter after place and route; (b) Manual fixed routing.

A resource utilization summary for 512- and 1024-unit TDC implementations as
reported by Viviado 2020.1 is presented in Table 1.

Table 1. Resource utilization report.

512-Unit TDC 1024-Unit TDC

Available Used Utilization (%) Used Utilization (%)
Slice registers 106,400 25,290 23.77 41,175 38.70
Slice LUTs 53,200 16,864 31.70 25,819 48.53
LUTs as logic 53,200 11,288 21.22 16,875 31.72
LUTs as memory 17,400 5576 32.05 8944 51.40
Slices 13,300 6947 52.23 11,041 83.02
Block RAM 140 32.5 23.21 32.5 23.21
BUFGCTRL 32 7 21.88 8 25.00
MMCME2-ADV 4 3 75 3 75
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The dynamic and static power consumptions for 512- and 1024-unit TDC implemen-
tations are presented in Figure 18, as reported by Vivado. Overall, 93 percent of the total
on-chip power is dynamic power, and of this, more than 60 percent is consumed by the pro-
cessing system (PS). For a 1024-unit TDC, the total chip power consumption is 2.514 watts.

Electronics 2023, 12, x FOR PEER REVIEW 14 of 21 
 

 

The dynamic and static power consumptions for 512- and 1024-unit TDC imple-
mentations are presented in Figure 18, as reported by Vivado. Overall, 93 percent of the 
total on-chip power is dynamic power, and of this, more than 60 percent is consumed by 
the processing system (PS). For a 1024-unit TDC, the total chip power consumption is 
2.514 watts. 

  

(a) (b) 

Figure 18. Dynamic and static power consumption: (a) 512-unit time-to-digital converter, (b) 
1024-unit time-to-digital converter. 

3.3.1. Histogram of the TDC 
To build the histogram for the proposed TDC, the statistical code density test 

method is used. For a 4-bit gray code coarse counter and 1024 parallel counters, there are 
16,384 bins. Many measurements were taken for randomly generated time interval inputs 
to the TDC. Over 6,000,000 samples were taken, and the number of hits in each bin was 
counted. The histogram is plotted in Figure 19. The parallel counters that make up the 
TDC’s delay line for precise time measurement reveal the repeated pattern over 1024 bins 
in the histogram. 

 
Figure 19. Histogram for 1024-unit time-to-digital converter. 

  

Figure 18. Dynamic and static power consumption: (a) 512-unit time-to-digital converter, (b) 1024-unit
time-to-digital converter.

3.3.1. Histogram of the TDC

To build the histogram for the proposed TDC, the statistical code density test method
is used. For a 4-bit gray code coarse counter and 1024 parallel counters, there are 16,384 bins.
Many measurements were taken for randomly generated time interval inputs to the TDC.
Over 6,000,000 samples were taken, and the number of hits in each bin was counted. The
histogram is plotted in Figure 19. The parallel counters that make up the TDC’s delay line
for precise time measurement reveal the repeated pattern over 1024 bins in the histogram.
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3.3.2. Transfer Function of the TDC

The transfer function is derived from the histogram of the TDC. The normalized time
interval is plotted for 16,384 output codes. The cumulative sum of the number of counts
over the input time range divided by the total number of samples is the normalized input
time range. The transfer function for the implemented TDC is presented in Figure 20.
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3.3.3. Non-Linearity of the TDC

Using the statistical code density test method, the differential nonlinearity (DNL) is
extracted from the histogram. The DNL is the deviation from the ideal bin width for a
given input time range. Mathematically, the DNL for output code n can be expressed as in
Equation (6),

DNL(n) =
ActualHits

TotalHits ∗ p(i)
− 1 (6)

where p(n) is the probability of code n.
The DNL plot for 1024-unit TDC is plotted in Figure 21. The DNL is in the range of

−0.9953 Least Significant Bit (LSB) (−5.67 ps) to +1.3651 LSB (7.75 ps). The Root Mean
Square (RMS) DNL is 0.4312 LSB (2.4577 ps).
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Another non-linearity performance metric is the TDC’s integral non-linearity (INL). It
is the deviation from the ideal linear slope of the TDC. We use the best straight-line linear
fitting technique, as plotted in Figure 22, to calculate the INL. The deviation of the slope of
the actual transfer function from the slope of the ideal transfer function is calculated for
each output bin. The INL plot for 16,384 bins is depicted in Figure 23. The INL is high at
the start and end of the delay line. The INL is in the range of +21.8123 LSB (124.33 ps) at
the end of the plot and −0.5666 LSB (−3.2294 ps). The RMS INL is 2.1545 LSB (12.2807 ps).
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The repetitive pattern of the 1024 bins over 16,384 bins can also be seen in the INL plot.
As can be seen from the figure, the INL is higher for some bins in the range of 1024 bins.
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Rearranging the number of bins to 1024, the INL plot is depicted in Figure 24. The results
show that the INL is not good at the start and end of the plot, but it is good in the middle of
the delay line. The INL is in the range of 2.1514 LSB (12.263 ps) and −0.4813 LSB (2.7436 ps).
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3.3.4. Single-Shot Precision of the TDC

To evaluate the time-capturing capacity of the implemented TDC, a constant time
interval of 1.25 ns and 2.5 ns is measured. Repetitive measurements for each constant
time input are taken, and the distributions of the measurement results are obtained. The
mean value (µ) is calculated from the distribution function as in Equation (7). The standard
deviation (σ) is calculated using Equation (8), where ni is the frequency of the ith bin, mi is
the ith bin and N is the total sample size.

µ =
N

∑
i=1

nimi
N

(7)

σ =

√√√√ N

∑
i=1

ni(mi − µ)2

N − 1
(8)

The two clock inputs for the SR latch are kept at a clock frequency of 100 MHz and
the phase of the clock input to the R input of the SR latch is shifted by 45 degrees and
90 degrees to produce a constant time input of 1.25 ns and 2.5 ns, respectively. Sufficiently
large numbers of repetitive measurements for each constant time input are taken, and the
distributions of the measurement results are depicted in Figures 25 and 26, respectively. For
a 1.25 ns constant time input, the calculated mean is 244.8 LSB = 1.39 ns, and the calculated
standard deviation is 14.23 LSB (81.1 ps). For the 2.5 ns constant time measurement,
the calculated mean value is 443.6 LSB (2.53 ns) and the standard deviation is 25.01 LSB
(142.6 ps). Results show that the standard deviation increases for longer time inputs. This is
due to the clock skew associated with the reference clock input. As the delay path increases,
the effect of clock skew on the stability of measurement also increases.
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To reduce the effect of the clock skew, a dedicated global clock distribution network is
used to feed the reference clock to the parallel counters. Using the global clock distribution
network instead of the regional clocks reduces clock skew and increases measurement
stability. This effect is tested in a 2.5 ns constant time measurement, and the improvement
in the standard deviation is shown in Figure 27. The standard deviation is reduced to
7.42 LSB (42.3 ps), which is a 70% improvement in measurement stability when compared
to the 2.5 ns constant time measurement using a regional clocking of the reference clock.
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3.4. Comparison with Other TDCs

Table 2 compares the performance of our TDC with other TDCs implemented on
FPGAs. Most of the previous works presented in Table 2 use the carry chain delay line
approach. Our work and the work in [2] use parallel counters based on delay lines to realize
TDCs. Compared to the work in [2], our TDC has a higher resolution, which is 5.7 ps, and a
DNL of 0.43 LSB (rms). The work in [9] uses Digital Signal Processing (DSP) units found in
FPGAs as delay elements. Although it offers a higher performance in resolution (4.2 ps)
compared to our work, the DNL of the implementation is 20 LSB which is not as good as
our TDC. Work [19] describes better resolution (0.46 ps), but it uses a combination of Wave
Union Launcher (WU) and dual sampling techniques to improve performance.

Table 2. Comparison with prior works.

Work This Work [2] (2017) [4] (2013) [8] (2013) [9] (2019) [12] (2022) [19] (2023) [32] (2015)

Method
Counters
based on
delay lines

Counters
based on
delay lines

Carry4
delay line

Carry4
delay line

DSP
delay lines

Carry4
delay line

Carry4 delay
line with WU
+dual sampling

Carry4 delay
line with
calibration

FPGA process
technology 28 nm 65 nm 90 nm 40 nm 28 nm 40 nm 16 nm 28 nm

Number
of bins 16,384 1024 256 - 480 300 6000 80

Reference
frequency 171 MHz 133.3 MHz 115 MHz - 700 MHz - 450 MHz 710 MHz

Resolution 5.7 ps 7.4 ps 48 ps 19. 6 ps 4.2 ps 20 ps 0.46 ps 15 ps (rms)

DNL 0.4312 LSB
(rms) 0.74 LSB - 1.5 LSB 20 LSB 0.3 LSB

(rms) 6.84 LSB 1 LSB

INL 2.1545 LSB
(rms) 1.57 LSB - 1. 61 LSB 31.54 LSB 0.45 LSB

(rms) 72. 55 LSB 0.8 LSB

Dynamic range 93.6 ns - 6.150 ns - 4 ns 3.2 ns - -

4. Conclusions

A TDC based on a matrix of 1024 parallel 4-bit counters is implemented on a 28 nm
CMOS FPGA on a ZedBoard. The delay line is realized using the routing resources of the
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FPGA. By manually fixing the routing of the delay line and applying user-constrained
placement of the counters and the driver, the unpredictability of the routing is overcome.
Finding a perfect design point with high-resolution TDC was the study’s aim, and it was
accomplished. In comparison to earlier studies, our method provides a greater resolution
of 5.7 ps. Moreover, the tedious trial-and-error method used by earlier studies to discover
the appropriate driver placement for good linearity and resolution is overcome. The
implemented TDC has a DNL of 0.4312 LSB (rms) or 2.4577 ps, and an INL of 2.1545 LSB
(rms) or 12.2807 ps.

The experimental results show that there is a tradeoff between the resolution, linearity,
resource utilization, and power consumption of the design. Increasing the number of
parallel delay lines increases the resolution, but with an overhead in resource utilization
and power consumption. The measurement range can be increased by increasing the
number of bits of the coarse counter.

Combining nonlinearity calibration techniques such as bin-by-bin calibration or
average-bin-width calibration techniques or using the Wave union launcher with this
implementation may lead to improved performances in the future. High-performance
ASIC-based TDCs may also result from the realization of TDCs with internal routing
resources acting as delay components.
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