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Abstract: We introduce a novel approach to constructing ternary addressable physically unclonable
functions (TAPUFs) using magnetoresistive random-access memory (MRAM) devices. TAPUFs
use three states (1, 0, and X) to track unstable cells. The proposed TAPUF leverages the resistance
properties of MRAM cells to produce unique digital fingerprints that can be effectively utilized in
cryptographic protocols. We exploit the cell-to-cell variations in resistance values to generate reliable
cryptographic keys and true random numbers, which can add protection against certain attacks.
To evaluate the performance of the TAPUF, various tests were conducted, including assessments
of inter-cell to intra-cell variation, inter-distance, bit error rate (BER), and temperature variation.
These experiments were conducted using a low-power client device to replicate practical scenarios.
The obtained results demonstrate that the proposed TAPUF exhibits exceptional scalability, energy
efficiency, and reliability.

Keywords: authentication; magnetoresistive random access memory (MRAM); cryptographic
schemes; physically unclonable function (PUF); low power; non-volatile; ternary states; memory
array components

1. Introduction

Physically unclonable functions (PUFs) work as one-way functions by mapping chal-
lenges to responses and can generate cryptographic primitives. They possess inherent ran-
domness derived from manufacturing process inconsistencies, giving rise to their unique
and non-reproducible nature [1]. This distinctive characteristic renders PUFs valuable
when used as “digital fingerprints”, which find applications in cybersecurity, including key
generation, authentication, and true random number generation (TRNG).

The Internet of Things (IoT) is an emerging communication network that aims to
connect many devices. A critical vulnerability of the IoT is that it connects many power-
constrained devices. Power-constrained systems, limited in both power consumption and
computational power, are often the weakest link in security systems as they present many
vulnerabilities, such as key generation, storage, and distribution [2,3]. One of the significant
advantages of PUFs is that they are well suited for use in power-constrained systems.

The field of cryptography has explored various types of memory PUFs, and among
them, the magnetic random-access memory (MRAM) PUF stands out as a particularly
promising option. The MRAM PUF is a low-power, non-volatile, high-endurance memory
rated for space operation; it is radiation hardened and touted to become the standard for
RAM. While numerous MRAM PUFs have been proposed, many have not been tested on
low-power client devices and have limited challenge–response pairs (CRPs).

We introduce a novel design for a magnetic random-access memory (MRAM) ternary
addressable physically unclonable function (TAPUF). Unlike traditional binary PUFs, this
proposed design utilizes trits (three possible states) instead of bits (two possible states).
The implementation of this TAPUF utilizes commercially available MRAM devices and
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it is specifically tailored to run on low-power client devices, thereby demonstrating its
compatibility with power-constrained systems.

The main purpose of this research was to collect essential measurements related to the
analog characteristics of MRAM devices. These measurements included inter-cell variation,
intra-cell variation, medians, and ranges. Additionally, the research investigated specific
metrics of the MRAM TAPUF design, such as uniqueness, reliability, and randomness.
By analyzing these measurements and metrics, our study aims to offer a comprehensive
understanding of the performance and characteristics of the MRAM TAPUF.

The main contributions of this paper are described as follows.

• This paper proposes a novel PUF architecture that utilizes two MRAM devices;
• We utilized the unstable CRPs to enhance reliability and security;
• To address the scaling of CRPs, a technique called “differential read” was employed

using MRAM cells from two devices. This approach effectively enhances the scalability
of CRPs, allowing for improved performance and reliability in practical applications;

• The PUF was implemented on low-power hardware, and the experimental results
showed that the PUF had excellent BER, inter-chip Hamming distance, and entropy
density.

The rest of this paper is organized into several sections. Section 2 initiates the discus-
sion by describing the MRAM technology, PUFs, TAPUFs, prior work in the field, and the
novel contributions of this study. In Section 3, we delve into the design of the MRAM
TAPUF, explaining the enrollment process and the generation of bits on both the server
and client sides. Section 4 is dedicated to the implementation of the design in hardware.
Moving on to Section 5, the focus shifts to the electrical characterization of the MRAM
devices and TAPUF, including evaluating the PUF’s merits, such as uniqueness, reliability,
and randomness. In Section 6, we present an overview of the advantages of our design,
along with a comparative analysis of existing work. Finally, Section 7 concludes the paper
by addressing future research directions, identifying areas that require further investigation,
and proposing potential avenues for future studies and experiments.

2. Background
2.1. Physically Unclonable Functions

PUFs are physical devices that act as one-way functions by mapping challenges to
responses. The term “PUF” was coined in 2002 [4]; however, the use of physical devices’
intrinsic features as security components dates back as far as 1984 [5]. PUFs have been
widely used since their introduction, with the most popular PUFs being memory PUFs.

A challenge–response pair (CRP) is defined as a PUF’s challenge and subsequent
response. A PUF is considered stronger if it has a larger number of CRPs. The threshold
between weak and strong PUFs is determined by how the number of CRPs scales with
size [6]. If a PUF’s CRPs scale linearly, the PUF is considered weak; however, if the PUF’s
CRPs scale exponentially or quadratically, the PUF is considered strong.

Memory-based PUFs are a category of PUFs that leverage the inherent cell-to-cell
variations of memory devices. They derive their responses from the diverse electrical
characteristics of individual memory cells. A variety of memory PUFs have been proposed.
The first and most popular are static random-access memory (SRAM) [7–10] PUFs. How-
ever, emerging memory technologies, such as resistive random-access memory (ReRAM)
and MRAM PUFs, have also been proposed in [11–13] and [14–17], respectively.

A PUF’s response variability might be affected by the environment or aging, making
certain responses unstable. In binary addressable PUFs that consist of responses of only 0 s
and 1 s, this can become an issue, as some responses might flip between 0 and 1, making
them unreliable.

2.2. Ternary Addressable PUF (TAPUF)

A TAPUF or ternary PUF is a variation of a PUF that maps unstable responses to a
third state X [18,19]. These responses, known as trits, allow for the flagging of unstable bits,



Electronics 2023, 12, 3308 3 of 18

so they are not used for authentication purposes or key generation. TAPUFs can lower the
bit error rate (BER) by filtering out unstable cells. They can also increase the security of
cryptographic protocols obfuscating the process [20,21]. Additionally, TAPUFs can leverage
their ternary states for true random number generation protocols.

A TAPUF has certain limitations that need to be considered. One drawback is that
it requires additional computational power to generate challenges, as the system needs
to analyze and classify a larger number of responses. Additionally, it demands more
bandwidth to transmit the responses since not all are utilized. Moreover, a mechanism for
identifying and communicating unstable responses to the PUF must also be established.

2.3. MRAM Technology

Magnetoresistive random-access memory (MRAM) is an emerging technology that
utilizes a magnetic tunnel junction (MTJ) configuration and was initially proposed by
Julliere in 1975 [22]. In this configuration, two ferromagnetic films are separated by a thin
insulating material. One of the films is fixed in a specific magnetic orientation, while the
other is free to change during programming cycles.

If the insulating material is thin enough, electrons can tunnel through it, effectively
creating electrical resistance. This resistance is dependent on the thickness of the insulating
material and may be behaviorally modeled as a resistor.

MRAM cells utilize this configuration to store information. The magnetization orienta-
tion in the ferromagnetic films is changed to encode data. The electrical resistance exhibited
by the MRAM cell determines whether it stores a 0 or a 1. If the magnetic orientations of
both films are aligned (parallel configuration), the MRAM cell exhibits lower resistance,
a state of 0. Conversely, if the films have different magnetic orientations (anti-parallel
configuration), the cell exhibits higher resistance for a 1.

The tunneling magnetoresistance ratio (TMR) refers to the relative change between
the high and low resistance states in MRAM. A higher TMR ratio enhances the read
capabilities of MRAM, making it easier to differentiate between the high and low states.
In MRAM circuitry, CMOS transistors are employed, introducing series resistance typically
in the kΩ range. This series resistance alters the overall relative resistance of MRAM cells.
It must be considered when utilizing MRAM as memory or when using its resistance
for purposes such as PUF responses. Several studies, including those by Apalkov et al.
(2016) [23] and Vatajelu et al. (2016) [17], discuss the influence of magnetoresistive effects
and considerations in MRAM.

MRAM technology can be classified as toggle, spin-transfer torque (STT), and spin-
orbit torque (SOT) MRAM. These classifications are based on the method of writing to
memory [23]. These MRAM cells are shown in Figure 1.

2.3.1. Toggle MRAM

The first generation of MRAM used a magnetic field to write the state of the MRAM
cells. Toggle MRAM is the only first-generation MRAM to remain in production, and it
uses the Savtechenko switching method [24]. A notable advantage of this method is that
it grants unlimited write endurance. However, a massive disadvantage to this writing
method is that it is more difficult to scale [23].

2.3.2. STT MRAM

STT MRAM represents the second generation of MRAM. STT uses a current passing
between the two ferromagnetic layers, separated by a nonmagnetic spacer, to exert a torque
on the magnetization of each layer to flip the free layer [23,25]. STT MRAM is capable of
large TMRs, making it excellent for memory [26]. The main advantages of STT MRAM are
that it has fast read/write functionality, is easier to scale, and has high reliability.

STT MRAM represents the second generation of MRAM technology. In STT MRAM,
a current passes between two ferromagnetic layers separated by a nonmagnetic spacer.



Electronics 2023, 12, 3308 4 of 18

This current exerts a torque on the magnetization of each layer, allowing the flipping of the
free layer [23,25].

STT MRAM is known for its ability to achieve large TMRs, which makes it highly
suitable for memory applications, as highlighted in [26]. One of the key advantages of STT
MRAM is its fast read/write functionality, enabling quick data access and modification.
Additionally, it offers ease of scalability, meaning it can be efficiently implemented with
various memory architectures and sizes. Moreover, STT MRAM exhibits high reliability,
ensuring data integrity and long-term operation.

Overall, STT MRAM represents a significant advancement in MRAM technology,
combining desirable characteristics, such as fast operation, scalability, and reliability, that
make it a promising candidate for memory applications in various computing systems.

2.3.3. SOT MRAM

SOT MRAM is a promising technology that can potentially replace STT MRAM. In SOT
MRAM, programming cycles involve applying electric currents parallel to the magnetic
tunnel junction [27]. This programming scheme is different from STT MRAM and is
considered gentle, which improves the reliability of read cycles and reduces the likelihood
of “read disturbs” occurring.

Additionally, SOT switching in SOT MRAM holds promise for enhancing the speed
and endurance of MRAM technology while lowering power [28]. However, it is important
to note that SOT MRAM is still in the developmental stage and not yet ready for large-scale
production. Intensive research programs are currently in progress to address challenges
such as reducing bit error rates and decreasing the size of the memory cell. These efforts
aim to make SOT MRAM a viable and commercially available memory technology in
the future.

Figure 1. Toggle MRAM (left) [29], STT MRAM (middle) [29], and SOT MRAM (right) [27].

2.4. MRAM PUFs

An early MRAM PUF was proposed in 2014 by Zhang et al. [30]. This MRAM PUF
proposal uses two STT MRAM cells configured as a single PUF cell to generate their
response. The STT MRAM cells are configured to a common state (e.g., high or low) and
have their electrical resistance compared to generate a 0 or 1. Additionally, an automatic
write-back (AWB) scheme is used; the MRAM cell with the lower resistance is written to 0
and the cell with the higher resistance is written to 1 to improve the BER. The researchers
simulated this PUF design and presented an inter-distance of 0.501, an entropy calculation
of 0.985, and a BER of 6.6× 10−6. STT MRAM PUF research has been further explored in
subsequent studies, such as [17,31,32].

In [17], the approach involved writing all STT MRAM cells to a common state and
tuning the reference current to the median of the responses. This resulted in an equal
distribution of 0 s and 1 s. Simulation results demonstrated an inter-distance range of
0.499–0.501, entropy ranging from 0.994 to 0.999, and a BER between 0.05 and 0.07.

In [31], the authors introduced diode-connected transistors to mitigate the effects of
deterioration. Simulations of this proposal exhibited an improved BER of 0, with slight
variations occurring under different temperature and voltage conditions, resulting in a BER
range of 0.0001–0.0004.
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In [32], the authors put forth an STT MRAM PUF concept that involves comparing the
resistances of multiple MTJ cells by passing a current through them. Through simulations,
this proposal achieved a BER of 1.56% and a uniqueness metric of 50.0428%.

Another MRAM PUF design was proposed by Das et al. in [33]. This design used the
geometric variations in MTJs to generate responses. In short, the researchers destabilized
the MTJs and then released them, and whichever state (i.e., 0 or 1) the MTJ preferred was
used as a response. This design was simulated using stochastic LLG, and the design was
found to have an inter-distance of 0.47, an entropy calculation of 0.99, and a BER of 0.0225.

Moreover, various MRAM-based TRNGs have been proposed in [15,16,34–36]. These
MRAM TRNGs use STT and toggle MRAM technology to generate truly random numbers
with enough entropy to pass the NIST Testing Suite [37].

2.5. Motivation and Contributions

Many of the MRAM PUF proposals discussed in Section 2.4 have many shortcomings.
First, most designs have CRPs that scale linearly with size, making them weak PUFs.
Furthermore, many of these designs have only been simulated in software or rely on wafer-
level reads, limiting their practical viability. To the best of our knowledge, our design is the
first of its type to be implemented on a low-power client device to emulate real use cases.

Our work builds upon the work in [38], which used MRAM devices to generate
random sequences. This work differs from other MRAM PUF proposals, providing a novel
MRAM TAPUF design with CRPs that scale quadratically with size, categorizing it as a
strong PUF. The main contributions to this approach are as follows:

• A novel design is introduced that uses two different MRAM devices, increasing the
number of CRPs;

• The PUF is implemented on a low-power device, better simulating actual use cases.
This approach allowed us to evaluate the PUF’s performance under realistic conditions
and assess its suitability for practical applications.

3. MRAM TAPUF Design

In this design, we exploit the electrical resistances of two MRAM cells obtained
from different MRAM devices using a technique called differential cell pairing. This
approach allows us to combine and match various MRAM devices, creating a new set of
CRPs. Therefore, the number of PUF configurations is (p

2), where p is the population of
MRAM devices.

The number of CRPs in this design is determined by the square of the MRAM cells
on each device, denoted as n. For example, if there are 16 MRAM cells on each device,
the number of CRPs would be 162 = 256.

MRAM cells exhibit distinct physical variations among themselves, even when they
are programmed to the same state. These variations are reflected in the electrical resistance
of the MRAM cells, which is influenced by small physical discrepancies that occur during
the manufacturing process.

The MRAM TAPUF follows a specific operational pattern. It receives a challenge
from a server accompanied by enrollment information. The challenge comprises a pair of
addresses indicating the locations of two MRAM cells. The electrical resistances of these
MRAM cells are then converted into two voltages, and a response is generated based on
a simple comparison of the voltages. A diagram of this TAPUF design can be found in
Figure 2.

The electrical resistances from a pair of MRAM cells are extracted and used to generate
a ternary response (e.g., 0, X, 1). In this process, the locations of the MRAM cells in
the pair are the challenge, and the comparison of the cells’ resistance is the response.
Additionally, the resistance from each MRAM cell is extracted and then converted to
voltage for enrollment and comparison. This is discussed further in Section 4.

This design has two main steps: enrollment and bit generation.
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Figure 2. Block diagram of MRAM PUF design. In this design, the MRAM TAPUF operates by
receiving a challenge from a server along with enrollment information. The challenge consists of a
pair of addresses representing the locations of two MRAM cells. The electrical resistances of these
MRAM cells are converted into a voltage, and a response is generated based on which voltage
is higher.

3.1. Enrollment

To enroll a device, all MRAM cells are written to a common state (high- or low-
resistance state). Afterward, each cell’s resistance is measured an r number of times.
The average resistance of each cell is stored as the cell’s resistance, and the standard
deviation of each cell is stored as the intra-cell variation. MRAM cells with relatively high
intra-cell variation are flagged during this phase as unstable cells.

3.2. Bit Generation

To generate cryptographic bits, the server selects random addresses and then sends
them to the client. The server utilizes software to compare the resistances of cell pairs in
the database and generate an output bit. On the other hand, the client employs physical
MRAM devices and analog circuitry to compare the resistances of cell pairs and generate an
output bit. In an ideal scenario, the bits generated from the database and those generated
from physical measurements should be identical. However, due to random variations in
cell queries, there might be practical discrepancies between the two sets of bits.

TAPUFs generate three possible values for each trit: 0, X, or 1. These values are derived
from the relative resistance of the TAPUF, which is measured in voltage. The classification
of each trit is determined by the voltage difference between the two analog responses of a
challenge pair.

Challenge pairs classified as X have a smaller voltage difference than those classified
as 0 or 1. The reason for this is that challenge pairs with a smaller voltage difference are
more vulnerable to variations in measurements, noise, or external interference. Hence,
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they are assigned the X classification to indicate their higher susceptibility. The state X
is used internally to keep track of the unstable bits, and only states 0 and 1 are used to
generate responses.

It is important to note that in the cryptographic protocols that we are studying,
the TAPUF only uses the 0 and 1 responses. The X states are filtered internally. At a
system level, the TAPUF behaves as a normal binary PUF, with binary streams of responses.

The voltage difference thresholds used to classify trits depend on the specific crypto-
graphic protocol employed. In the context of this paper, the thresholds for trit classification
are defined as the responses that fall within the bottom and top 25th percentiles. It is
important to highlight that these thresholds can be adjusted to align with the requirements
of different protocols.

The equation for bit generation and classification is provided in Equation (1). In this
equation, we utilize VA and VB to represent the voltage responses obtained from the
selected MRAM cells. Additionally, VT is used to represent the voltage threshold used for
trit classification.

V∆ = VA −VB
If |V∆| < VT , CRP is classified as an ‘X’
Else if V∆ > 0, CRP is classified as a ‘1’
Else if V∆ < 0, CRP is classified as a ‘0’

(1)

By considering the voltage difference between analog responses and applying ap-
propriate thresholds, TAPUFs are able to classify trits as 0, X, or 1, effectively capturing
variations and susceptibility to measurement and environmental factors.

4. Hardware Implementation
4.1. MRAM Device

The MRAM device utilized in this research was the Everspin MR4A16B 54TSSOP
version. This commercially available device is organized as 1,048,576 words of 16 bits,
providing a high-density memory solution. The MR4A16B employs toggle MRAM cells,
which consist of one transistor and one magnetic tunnel junction (MTJ) cell. The MTJ
cell comprises two ferromagnetic films with parallel magnetic field orientations. A visual
representation of a toggle MRAM cell can be found in Section 2.3.

The circuit that we designed allowed us to design differential PUFs. By selecting a pair
of cells, one from the upper byte and another from the lower byte, and applying a small
voltage to the device’s upper (UB) and lower (LB) pins, two currents can be generated.
These currents flow from the source into the chosen MRAM cells. The amount of current
flowing into a cell makes it possible to analyze particular MRAM cells. Additionally,
a small printed circuit board (PCB) adapter was employed to facilitate the easy mixing and
matching of multiple devices on a single board.

4.2. Client Device and Additional Hardware
4.2.1. Client Device

We implemented this design on a low-power client device. The Nucleo-1444 H743ZI2
development board was employed because of its low power consumption and quick
development time. This development kit has 112 general input/output (GPIO) pins,
2 10–16 bit analog-to-digital converters (ADCs), 3.3 V and 5 V power supplies, and 2 MB of
flash memory. This kit’s microcontroller unit (MCU) is the STM32H743ZI2, which operates
at 3.3 V and 480 MHz.

4.2.2. Additional Hardware

The currents that enter the MRAM device are used to determine the resistance of the
specific cells. To read the MRAM cells and compare them, it is necessary to convert the
currents into voltages. Therefore, additional circuitry was required.

A fixed-value resistor was placed in series with the pins connected to MRAM cells.
The resistor was placed in series for two reasons. The first reason was limiting the current
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flowing into the device to prevent internal damage. The second reason was to measure the
voltage drop of known resistance in series with the electrical resistance of the MRAM cell,
which allowed us to extract the MRAM cell’s relative resistance. Since the voltage drop of
the fixed resistor was low (<20 millivolts), a precision amplifier was used to amplify the
voltage drop to compare the resistances with greater accuracy.

After the voltage drops of the responses were amplified, they were fed to a comparator
which output a 0 or 1 depending on which voltage was higher. The comparator was not as
crucial to this implementation as the differential amplifier; however, a precise comparator
with a fast output swing is preferred. The comparator that was used for this hardware
implementation was the ADA4625 op-amp. This op-amp was chosen because it has high
precision and a fast output swing. A picture of the hardware circuitry and client device is
shown in Figure 3.

Figure 3. MRAM hardware circuitry on Nucleo-144.

5. Electrical Characterization
5.1. Software

The server was emulated on a personal computer (PC) using python3 and pandas.
Enrollment data were collected and stored in CSV files and were accessed using pandas.

The client device was operated using C++ code, which it used to execute any command
the server gave. The server and client communication was achieved using pyserial.
Using this configuration, we generated responses at a frequency of 33.33 KHz, drawing an
average current of 260 mA during key generation. This translated to power consumption
of approximately 1.3 W.

5.2. Response Characteristics

To gain a comprehensive understanding of the electrical characteristics of the MRAM
devices’ relative resistances, we conducted a thorough analysis involving 30 MRAM devices.
In these tests, we examined various parameters, including the mean, intra-cell variation,
and inter-cell variation of the cells’ resistance values. Additionally, we evaluated the
resistances by testing both the low-resistance and high-resistance states.

For each MRAM device, we performed ten separate reads, each consisting of 10,240 words.
The average of these ten reads was considered the cell’s resistance. The intra-cell variation
is a measurement that measures the variation in a cell’s resistance over multiple queries. It
was calculated by taking the standard deviation of the ten reads.

Inter-cell variation measures the variations in cells within the same device. We assessed
the inter-cell variation in the PUF by calculating the standard deviation between the average
resistances of MRAM cells in the same device.
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Series Resistance

As discussed in Section 2.3, it is evident that the CMOS circuitry employed for access-
ing MRAM cells has a significant impact on the resistance obtained from these cells. Upon
enrolling multiple devices, we made an intriguing discovery: MRAM cells situated on the
same bit-line (such as 0, 1, 2, ... 15) exhibited similar resistances. This implies that a cell
located on bit b at address a will have resistances similar to one on the same bit b even at
a different address c. This influence can lead to responses that are less “random” with a
less-than-normal distribution.

Addressing the influence of the bit-line circuitry on the resistance of each MRAM cell
is an important consideration. One approach to tackle this issue is to treat each bit-line as a
separate PUF, ensuring that the resistances are independent for each bit-line. However, this
approach is limited as it significantly reduces the number of available challenge responses
for the PUF and requires carefully selecting MRAM devices with similar relative resistances.

Alternatively, the resistance of all bit-lines can be adjusted to ensure they possess the
same median value. This adjustment is necessary to mitigate the impact of the varying
bit-line series resistance and maintain consistency in the characteristics of the MRAM cells
across different addresses. This method requires additional circuitry and enrollment time
but it does not negatively impact the number of CRPs, nor does it require careful device
pairing. Furthermore, since the resistances of specific bit-lines are indiscriminately shifted,
the overall entropy of the MRAM cells remains unaffected.

Since the relative resistance of cells is measured in the form of a voltage drop, a voltage
value can be added to shift the values so that all cells from different bit-lines have the
same median values. This adjustment involves selectively modifying the resistances from
specific bit-lines to shift their median values. In this study, we achieved this manipulation
by incorporating a digital-to-analog converter (DAC) connected to the voltage reference
pins of our amplifiers.

Initially, we conducted an enrollment process with a pair of MRAM devices to identify
the bit-line with the highest median voltage value. This bit-line was chosen as the reference.
Subsequently, all cells from other bit-lines were adjusted upward to achieve an equal
median voltage value as the reference bit-line. These adjustments were then saved on the
client’s device for future utilization.

Figure 4 compares the relative resistances of a single MRAM device with and without
the applied shift in the bit-line median values.

Figure 4. Relative adjusted bit-line medians.

The inter-cell to intra-cell ratio is the inter-cell variation divided by the intra-cell
variation. Ideally, we want the inter-cell to intra-cell ratio to be as high as possible to
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minimize the BER. This means we want to maximize inter-cell variation and minimize
intra-cell variation.

As discussed in Section 5.2, the response statistics must be categorized by bit-line,
as the bit-line CMOS series resistance heavily affects the cell’s response.

After enrolling 30 devices in both high- and low-resistance states, the enrollment data
showed that, if the average response of a toggle MRAM cell written high (with CMOS
series resistance) is T, the responses will range from ±31.16% of T. The average intra-cell
variation was only 0.231% of T, with the average bit-line inter-cell variation being 5.794%
of T, giving an inter-cell to intra-cell variation of 25.03.

The toggle MRAM cells written to a low-resistance state with CMOS series resistance
had an average response of L = T × 0.852, with responses ranging from ±46.77% of
L. The average intra-cell variation was 0.203% of L, with the average bit-line inter-cell
variation being 5.261% of L, giving an inter-cell to intra-cell variation of 25.88.

The response statistics for both states can be found in Table 1.

Table 1. Relative analog response statistics for 100 MRAM devices at 23 ◦C.

MRAM Response Statistics High-Resistance State Low-Resistance State

Maximum T × 1.203 L× 1.3666
Average T L = T × 0.8521

Minimum T × 0.8914 L× 0.8980
Range T ± 0.3116 L× 0.4677

Average bit-line inter-cell variation T × 0.005794 L× 0.005261
Average intra-cell variation T × 0.000231 L× 0.000203

Inter-cell to intra-cell
variation ratio 25.03 25.88

The average bit-line inter-cell to intra-cell ratio increased by 0.85 from a high to a low
resistance state. Both MRAM states showed excellent statistical values for use as PUFs.
While the low-resistance statistical values showed slightly better electrical characteristics,
the difference was so minuscule that both states could be used to generate responses.

5.3. PUF Metrics
5.3.1. Inter-Distance

Correlation between MRAM devices can cause security risks, as the responses of one
chip can give similar responses to those of other chips. To ensure no correlation between
chips, we quantified the inter-chip Hamming distance (HDinter), also known as the inter-
distance metric. HDinter is a random variable that describes the distance between two
PUF responses to the same challenge for two different PUFs. The inter-distance value of
a PUF is also a vital PUF metric as it allows one to quantify the uniqueness of a PUF [39].
Specifically, it represents the Hamming distance (HDi,j) between a stream of responses
from two distinct PUFs when subjected to the same challenges. The resulting distance is
then divided by the total number of responses to produce the HDinter. Ideally, the HDinter
of a PUF should be 0.50. The equation for the HDinter is shown in Equation (2).

HDinter = HDi,j/stream size (2)

To quantify the HDinter value of our PUF design, we carried out an experiment
involving the generation of 15 response sequences. Each sequence consisted of a response
obtained from a unique PUF configuration, where a configuration was defined as any
unique pair of MRAM devices. These responses were acquired from the PUF in both its
high- and low-resistance states. Each response sequence was 220 bits long (1 Mb response),
ensuring a substantial amount of data for analysis.
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Furthermore, as part of our analysis, we generated two sets of sequences: one with
unfiltered challenge–response pairs (CRPs) and another with CRPs filtered for X CRPs. We
then calculated the average HDinter for each set.

For the unfiltered CRPs, the average HDinter was found to be 0.4797 in a low-resistance
state and 0.4849 in a high-resistance state. On the other hand, for the filtered CRPs, where
CRPs classified as X were removed, the average HDinter was determined to be 0.4997 in a
low-resistance state and 0.4999 in a high-resistance state.

The results of these tests can be found in Table 2. From these results, we can safely
conclude that the responses obtained from both states exhibited similar HDinter values,
indicating that the resistive state of the MRAM devices does not significantly impact the
uniqueness of the PUF responses.

Table 2. The HDinter of the filtered and unfiltered responses in high- and low-resistance states at
23 ◦C. The filtered HDinter had responses filtered for X states, while the unfiltered HDinter did not.

HDinter Low-Resistance State High-Resistance State

Filtered 0.4997 0.4999
Unfiltered 0.4797 0.4849

Filtering ternary states yielded a more desirable HDinter value. This indicates that
including ternary states in the MRAM PUF responses can introduce a bias towards 0 or
1, reducing the overall uniqueness. In other words, the presence of ternary states in the
responses can potentially compromise the distinctiveness of the PUF, highlighting the
importance of eliminating or minimizing such states to achieve higher uniqueness and
reliability, as well as to minimize error.

5.3.2. Bit Error Rate

The BER is a measurement used to quantify the reliability of a PUF. It is calculated by
generating a response sequence from a set of challenges on the client device and comparing
it to the response sequence generated with the same set of challenges on the server side.
The server uses enrollment data to generate responses, while the client uses the PUF to
generate real-time responses. The number of discrepancies between the two sequences
divided by the size of the response sequence is the BER.

The BER is similar to the intra-chip Hamming distance (HDintra), which also quantifies
the reliability of a PUF. The HDintra of a PUF is a random variable describing the distance
between two PUF responses from the same PUF using the same challenge. The BER
compares the response of a PUF to that generated from enrollments. A formula for the BER
is found in Equation (3). In this equation, the HDdi f f is the Hamming distance between a
cryptographic key generated on the server using a set of challenges and a cryptographic
key generated on the client using the same set of challenges.

BER = HDdi f f /key size (3)

Since our responses are in the form of voltages, an important factor in the BER is the
settling time allowed for the output signal of the comparator to settle to a state. For most
comparators, the slew rate of the output is dependent on the difference between the two
inputs; making comparisons between voltages with a small difference requires more time
to settle. Theoretically, a higher settling time will lead to more accurate responses as the
comparator will have more time to settle into the output, especially with CRPs with small
voltage differences.

To quantify the BER, we generated one million responses with different voltage
differences, settling times, and resistive states. The voltage differences ranged from 1 to
12 mV in 1 mV steps, and the settling times ranged from 10 to 50 µs in 10 µs steps. Moreover,
each test was performed in a high- and low-resistance state. The plot and values for the
BER with the voltage difference, settling time, and resistive state are shown in Figure 5.
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Figure 5. BER vs. challenge-pair voltage difference vs. settling time vs. resistive state.

Based on the conducted tests, we observed that, as the voltage difference and settling
time increased, the BER decreased, which aligned with our expectations. Surprisingly,
the responses generated from a low-resistance state exhibited a noticeably higher error
rate compared to those generated from a high-resistance state. This unexpected result
suggests that the higher intra-cell variation, measured in millivolts (mV), observed in the
low-resistance state contributes to greater instability in the CRPs, resulting in an impact on
the BER.

5.3.3. Entropy

Entropy is the measurement of randomness in a system. In cybersecurity applications,
entropy quantifies the number of possible key combinations from a PUF’s CRPs, as shown
in Equation (1). In this equation, E is the number of unique CRPs from a PUF, and r is the
size of the key.

log2

(
E
r

)
(4)

While a PUF may have a large number of CRPs, the responses of a PUF should not be
correlated to ensure a high level of security and randomness. Entropy density measures the
amount of uncertainty or randomness in a sequence. It is a function of the distribution of
the random variable. For PUFs, it represents a generalized and unconditional upper bound
on the average predictability of an unobserved response. Ideally, an entropy value as close
as possible to 1.00 is desired. To calculate the entropy, we used the Shannon entropy density
function shown in Equation (2) and described in [40,41]:

H(X) = −∑
x

P(x) log2(P(x)) (5)

In this equation, P(x) represents the probability of the random variable X taking on
the value x. The logarithm is usually taken to base 2 (log2) to measure the entropy in
bits. The negative sign ensures that entropy is always non-negative. The Shannon entropy
measures the average amount of information needed to encode the outcomes of a random
variable. It is highest when all outcomes are equally likely, indicating maximum uncertainty,
and lowest when there is only one possible outcome, indicating no uncertainty.

To quantify the entropy of our MRAM PUF design, we generated a one million-bit-
long key in both low- and high-resistance states. Additionally, we also generated a key
filtered for ternary states and an unfiltered key. The results of these tests gave us 0.9994
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(low resistance) and 0.995 (high resistance) for unfiltered keys, while yielding 0.99999 (low
resistance) and 0.99999 (high resistance) for filtered keys.

5.4. Temperature Testing

Temperature testing is vital in the comprehensive electrical characterization of PUFs.
As temperature variations can significantly influence the performance and reliability of
electronic devices, it is imperative to evaluate the behavior of PUFs under different ther-
mal conditions.

To assess the robustness and reliability of the PUFs, we conducted comprehensive
tests and developed comprehensive characterizations at three different temperatures: 0 ◦C,
23 ◦C, and 80 ◦C. To isolate the impact of temperature on the MRAM devices and exclude
the influence if external measurement circuitry, we used flat flex cables and adapters during
the temperature tests. This allowed us to focus solely on the temperature effects on the
MRAM itself, gaining a clear understanding of its isolated thermal behavior.

By subjecting the PUFs to different temperature ranges and analyzing their responses,
we aimed to gain valuable insights into their performance characteristics. This approach
allowed us to identify potential vulnerabilities, enhance overall performance, and develop
effective calibration or compensation techniques that can be applied when deploying the
PUFs in real-world scenarios.

To test varying temperature conditions, we used the Associated Environmental Sys-
tems SD-501 temperature chamber. This chamber allowed us to create a wide range of
temperature conditions, spanning from−37 ◦C to 180 ◦C. By examining the PUFs’ behavior
across different temperature conditions, we could better understand the impact of tempera-
ture variations on their reliability and make informed decisions to optimize their operation
and ensure their dependable performance in practical applications.

5.4.1. Response Characteristics

To gain a comprehensive understanding of the electrical characteristics of the MRAM
PUF across different temperatures, we conducted enrollments with 30 MRAM devices at
three specific temperatures: 0 ◦C, 23 ◦C, and 80 ◦C. The detailed results are provided in
Table 3.

Table 3. Relative analog response statistics for 30 MRAM devices at 0 ◦C, 23 ◦C, and 80 ◦C.

High-Resistance State Low-Resistance State

MRAM Response Statistics 0 ◦C 23 ◦C 80 ◦C 0 ◦C 23 ◦C 80 ◦C

Maximum T1× 1.207 T × 1.203 T2× 1.195 L1× 1.3807 L× 1.3666 L2× 1.3226

Average T1 = T × 1.00375 T T2 = T × 0.9816 L1 = L× 0.9952 L = T × 0.8521 L2 = L× 1.00440

Minimum T1× 0.8843 T × 0.8914 T2× 0.8947 L1× 0.8962 L× 0.8980 L2× 0.8993

Range T1± 0.3232 T ± 0.3118 T2± 0.3001 L1× 0.4848 L× 0.4676 L2× 0.4231

Average bit-line
inter-cell variation T1× 0.005873 T × 0.005794 T2× 0.005464 L1× 0.005331 L× 0.005262 L2× 0.005011

Average intra-cell variation T × 0.000231 T × 0.000231 T2× 0.000240 L1× 0.000201 L× 0.000203 L2× 0.000217

Inter-cell to intra-cell
variation ratio 25.44 25.03 22.78 26.55 25.88 23.09

Upon analyzing the data, several patterns emerged. Firstly, in the low-resistance state,
we observed that, as the temperature increased, the responses also increased. Conversely,
in the high-resistance state, as temperature decreased, responses decreased.

Furthermore, we noticed that, as the temperature increased, the variation in the
resistance between cells within a single device (intra-cell variation) increased, while the
variation in the resistance between different devices (inter-cell variation) decreased. This
trend led to a lower inter-cell to intra-cell variation ratio. However, even at 80 ◦C, the inter-
cell to intra-cell variation ratio remained higher than 20 for both resistive states, which is
more than enough for reliable bit generation.



Electronics 2023, 12, 3308 14 of 18

5.4.2. Bit Error Rate

To evaluate the BER under different temperatures (0 ◦C, 23 ◦C, 80 ◦C), we conducted
key generation experiments using the bottom and top 25th percentiles of responses. At each
temperature, we generated a total of 1024 keys, each consisting of 1024 bits, which resulted
in over one million bits being generated for each temperature. Additionally, for each
temperature, a key was generated using the enrollments obtained at each temperature.

During the key generation process, we exclusively utilized state 1, which exhib-
ited greater stability when subjected to lower voltage-pair differences. Moreover, a 20-
microsecond settling time was used as it showed a good balance of speed and accuracy.

When using the bottom and top 25th percentiles, the minimum voltage pairs depended
on the specific MRAM devices used. For the specific chips used for this test, we obtained
voltage pairs with a voltage difference of 11 millivolts or greater.

The results of the BER at different temperatures are presented in Table 4.
Upon analyzing the results, it became evident that temperature had a slight impact on

the BER. As the temperature of the key generation deviated from the temperature at which
enrollments were taken, an increase in the BER was noted.

However, this effect can be mitigated by conducting enrollments at various tempera-
tures and selecting the enrollment that is closest to the operating conditions of the client
device. By doing so, the impact of temperature on the BER can be minimized.

Table 4. The BER of a one million-bit-long key at different temperatures. The key size was 220. Where
0 errors were found, the BER was <10−6.

BER for One Million-Bit-Long Key
in High-Resistance State At 0 ◦C At 23 ◦C At 80 ◦C

Using 0 ◦C enrollments <10−6 <10−6 8× 10−5

Using 23 ◦C enrollments <10−6 <10−6 2× 10−5

Using 80 ◦C enrollments 9× 10−5 7× 10−5 <10−6

5.4.3. Uniqueness

To test the uniqueness of the MRAM PUF at different temperatures, we conducted
the same tests as those performed at room temperature. Since the resistive state of the
MRAM responses did not correlate to the HDinter, only high-resistance states were tested.
As mentioned earlier, at 23 ◦C, the average HDinter was 0.4849 for unfiltered responses and
0.4999 for filtered responses in a high-resistance state.

When the MRAM PUF was exposed to temperatures of 0 ◦C and 80 ◦C, no significant
change was observed in the uniqueness of its responses. At 0 ◦C, the average HDinter
was 0.4820 for unfiltered responses and 0.4999 for filtered responses. Similarly, at 80 ◦C,
the average HDinter was 0.4753 for unfiltered responses and 0.4997 for filtered responses.

The results of these tests can be seen in Table 5. From these results, we can conclude
that temperature had no significant impact on the HDinter for this PUF configuration.

Table 5. The HDinter of the filtered and unfiltered responses in a high-resistance state at 0 ◦C, 23 ◦C,
and 80 ◦C. The filtered HDinter had responses filtered for X states, while the unfiltered HDinter did not.

HDinter High-Resistance State 0 ◦C 23 ◦C 80 ◦C

Filtered 0.4999 0.4999 0.4997
Unfiltered 0.4820 0.4849 0.4753

5.4.4. Entropy

To assess the entropy of the PUF design’s responses under different temperatures,
we calculated the Shannon entropy, as discussed in Section 5.3, at 0 ◦C and 80 ◦C. In this
analysis, we focused solely on the responses obtained from the high-resistance states, as the
resistive state did not impact the entropy.
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At 0 ◦C and 80 ◦C, the Shannon entropy values for unfiltered keys were 0.9982 and
0.9999, respectively. Similarly, for filtered keys, the Shannon entropy values at 0 ◦C and
80 ◦C were both 0.99999. These results led us to the conclusion that temperature did not
have a significant effect on the entropy density of the PUF responses. The entropy remained
consistent regardless of the temperature at which the responses were generated, reinforcing
the stability and reliability of the PUF design in maintaining its entropy characteristics
across varying temperatures.

6. Conclusions

We proposed a novel TAPUF design using two MRAM devices. This design uses
extracted resistances to produce reliable responses at 33.33 kHz and characterizes analog
and digital responses. We enrolled 30 MRAM devices in high- and low-resistance states
at varying temperatures and characterized the analog responses. Additionally, we used
real-time responses to calculate the HDinter and BER of the TAPUF design.

The electrical characterization of the PUF responses provided valuable insights into
the PUF’s performance. One important finding was that the CMOS series resistance
significantly impacted the PUF responses. However, this issue was successfully addressed
by adjusting the PUF responses to ensure they all had the same median value. This
modification enabled the MRAM TAPUF to maintain its entropy while accommodating a
large number of CRPs (n2).

Furthermore, the inter-cell to intra-cell variation ratio of the PUF was excellent in both
states, indicating consistent behavior across cells. Additionally, minimal difference was
observed between the two states. When comparing the two states, the high-resistance state
stood out with better metrics, particularly regarding the BER. At a challenge-pair voltage
difference of 10 mV and a temperature of 23 ◦C, the high-resistance state demonstrated
exceptional performance with an inter-distance value of 0.4998, an entropy value of 0.9999,
and a BER below 10−6.

Furthermore, this PUF design exhibited reliability across a temperature range of 0 ◦C
to 80 ◦C. When enrollments were conducted at the same temperature as used for key gener-
ation, the BER remained extremely low. However, as the temperature difference between
the enrollment temperature and the key generation temperature increased, an increase
in the BER was observed. It is important to note that, even with significant temperature
variations, the BER remained within acceptable limits, with a value of 9× 10−5 at 0 ◦C and
80 ◦C.

Additionally, the entropy and HDinter remained close to the ideal values under these
temperature conditions. This indicated that the system maintained a reliable level of
performance even under varying temperature conditions.

Compared to previously proposed MRAM PUF designs, this particular design demon-
strated comparable, if not better, PUF metrics, as shown in Table 6. These findings highlight
the promising performance and reliability of this MRAM PUF design, suggesting its poten-
tial superiority over existing designs.

Table 6. PUF metrics of previous MRAM PUFs compared to our proposed design. n = the number
of MRAM cells on a single MRAM device. Metrics denoted with * are for responses with X states
filtered out.

PUF Metrics MRAM
TAPUF

STT MRAM
PUF [30]

Geometry-Based
MRAM PUF [33]

Write Current STT
MRAM PUF [17]

CRPs n2 n/2 n n
BER or HDintra <10−6 * 6.6× 10−6 0.0225 0.05–0.07

HDinter 0.4999 * 0.501 0.47 0.499–0.501
Entropy density H(X) 0.99999 * 0.985 0.99 0.994–0.999
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7. Future Plans

In future plans related to this work, the intention is to implement this design using
established cryptographic protocols, such as the ternary addressable public key infras-
tructure [21] and PUF-seeded post-quantum cryptography [42]. The objective will be to
assess the performance of the design by measuring the latency, the false rejection rate (FRR),
and the false acceptance rate (FAR).

Furthermore, it is important to address the vulnerability of certain PUFs to machine
learning attacks. Therefore, in order to evaluate the robustness of the MRAM TAPUF
design, future work should involve conducting machine learning attacks.
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