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Abstract: While user-generated textual content on social platforms such as Weibo provides valuable
insights into public opinion and social trends, the influence of personality on sentiment expression
has been largely overlooked in previous studies, especially in Chinese short texts. To bridge this gap,
we propose the P-BILSTM-SA model, which integrates personalities into sentiment classification by
combining BiLSTM and self-attention mechanisms. We grouped Weibo texts based on personalities
and constructed a personality lexicon using the Big Five theory and clustering algorithms. Separate
sentiment classifiers were trained for each personality group using BiLSTM and self-attention, and
their predictions were combined by ensemble learning. The performance of the P-BiLSTM-SA
model was evaluated on the NLPCC2013 dataset and showed significant accuracy improvements.
In particular, it achieved 82.88% accuracy on the NLPCC2013 dataset, a 7.51% improvement over
the baseline BILSTM-SA model. The results highlight the effectiveness of incorporating personality
factors into sentiment classification of short texts.

Keywords: deep learning; personality recognition; sentiment classification; BILSTM; self-attention;
big five

1. Introduction

The increasing popularity of social media platforms such as Weibo has provided a
huge amount of information that can be used for public opinion analysis and business
promotion. Sentiment classification plays an important role in this field. However, due to
the fact that social media platforms such as Weibo limit the number of characters in text,
users often use concise and personalized words to post and express their emotions, which
poses a challenge for sentiment classification and requires a more fine-grained method to
address it.

Extracting sentiment information from short texts is a critical task in sentiment classifi-
cation research. Commonly used techniques for sentiment classification include rule-based,
machine learning-based, and deep learning-based methods. Rule-based approaches rely
on sentiment lexicons or expert-generated features, but feature engineering can be tedious
and expensive. Machine learning-based methods treat sentiment classification as a task
similar to document or topic classification, and use machine learning algorithms to classify
text according to its sentiment polarity. However, this approach faces challenges such as
sparse feature vectors, dimensionality explosion, and difficulty in feature extraction. Deep
learning-based methods construct vectorized representations of words in text, and then
create sentence-level and document-level representations to learn deep semantic informa-
tion from the text. Deep learning models include long short-term memory (LSTM) and
convolutional neural network (CNN) and their variants. Among these models, bidirectional
LSTM has shown promising results in capturing the contextual information of a text.
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Psychological research has demonstrated that the way people write or speak is influ-
enced by their personality, and has confirmed the relationship between personality and
emotional expression, as well as word use. For example, extroverts, especially younger
ones, tend to be more outgoing, express their emotions directly, and may use internet
slang such as “HBD” and “LMAQ” that is rarely used by people with other personalities.
People with different personalities express themselves in different ways [1], suggesting
that the accuracy of text sentiment classification can be improved by extracting emotional
expression characteristics of different personality traits. The Big Five is relatively popular
and widely used in academic personality research, so we choose the Big Five model as the
standard for personality classification, which describes people on five dimensions including
agreeableness, extraversion, conscientiousness, openness and neuroticism.

Using machine learning to extract general emotional features from text often fails to
distinguish the personal characteristics of users, resulting in poor performance of sentiment
classifiers. To accurately understand the semantic information in Weibo text, it is essential
to consider the contextual relationship between the text before and after, as well as the
long-range correlation between words. Although LSTM is able to capture longer semantic
dependencies, it only captures forward semantic information and does not recognize
backward semantic information. However, the bidirectional LSTM (BiLSTM) model, which
involves both forward and backward LSTMs, can perceive the contextual information of
the sentence. The self-attention mechanism focuses on the target to be emphasized, gives it
more weight, extracts more detailed information about the target, and ignores irrelevant
information. This mechanism is a type of attention mechanism that calculates attention on
its own words, without considering the direct distance, and is able to fully consider the
semantic and syntactic connections between sentences and words and capture the internal
structure of the sentence. By combining these two models, it becomes possible to learn
both the contextual information of the sentence and the deep-level emotional expression
information of different personalities, thereby improving the sentiment classification effect
of Weibo texts. Therefore, we propose a model called P-BiLSTM-SA, which combines
BiLSTM and self-attention as well as personalities to achieve sentiment classification of
Weibo texts. First, the texts are divided into groups based on personalities, and based
on this, personality-based sentiment classifiers are trained for each group. Finally, the
prediction result of each classifier is ensembled to output the final sentiment polarity. The
contributions of this paper are as follows:

(1) Construct a lexicon of personality based on Chinese Weibo texts.

(2) Discuss the correlation between personalities and Weibo texts posted by users.

(3) Propose a model P-BiLSTM-SA for sentiment classification, which is used to train
the personality-based classifiers and then ensemble the prediction of each classifier to
output the final sentiment polarity.

The rest of this paper is organized as follows. The second part presents related work.
The third part describes the methods and results. The fourth part presents the conclusion
and future work.

2. Relate Works
2.1. Lexicon-Based Methods

A widely used tool for identifying individual personalities is the linguistic inquiry
and word count (LIWC) method. LIWC searches for target words or stems from a variety of
lexicons, classifies them into linguistic dimensions, and then converts the raw count into a
percentage of total words. LIWC has found wide application in natural language processing
and is particularly favored by researchers for exploring the relationship between emotional
expression and personality [2,3]. Researchers have discovered significant correlations
between certain LIWC categories and personality traits such as extraversion (e.g., personal
pronouns), neuroticism (e.g., negative emotion words), and agreeableness (e.g., positive
emotion words). These findings suggest that an individual’s personality traits can be
reflected in the words they use. In China, a Chinese language psychoanalysis system called
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“TextMind” has been developed and is similar in function to LIWC. Cui et al. [2] utilized
TextMind to study and analyze the expression of different personalities in Chinese language
using microblog data. Salsabila et al. [4] conducted experimental research and concluded
that LIWC, as a linguistic feature, can improve the performance of personality recognition.
In addition, Schwartz et al. [5] collected information from 75,000 Facebook users through
the My Personality application and analyzed the linguistic characteristics of these users
based on their personalities. However, personality lexicons based on foreign texts may not
be applicable to Chinese personality recognition.

Sentiment lexicons are employed to evaluate the sentiment polarity of texts based on
predefined rules. As a result, lexicon-based sentiment classification methods rely heavily
on the quality of the lexicon and the evaluation rules. These aspects are often based on
human experience or prior knowledge, resulting in high labor costs [6]. Currently available
Chinese sentiment lexicons, such as HowNet, the sentiment vocabulary ontology database
from Dalian University of Technology, and TUSD, have limitations in terms of coverage and
adaptability to different domains, time periods, and language environments. This is mainly
due to the emergence of new words on the internet that carry rich emotional information but
are not included in existing sentiment lexicons. To address this issue, researchers [7] have
proposed sentiment word extraction methods based on the distribution of parts of speech
and the co-occurrence of emotion words in microblog data. In addition, sentiment lexicons
tailored to specific domains, such as photography [8], e-commerce [9] and travel [10,11],
have been constructed and shown to outperform generic sentiment lexicons. However,
sentiment classification based solely on sentiment lexicons lacks flexibility and struggles
with different parts of speech and meanings.

2.2. Machine Learning-Based Methods

Machine learning methods typically preprocess text data to remove irrelevant infor-
mation. This includes standardizing the text through techniques such as removing stop
words and punctuation. After preprocessing, feature extraction methods such as term
frequency-inverse document frequency (TF-IDF) and N-grams are used to represent the text
in terms of numerical features, which are then fed into machine learning classifiers [12,13].
Various classifiers, including support vector machines, naive Bayes, logistic regression,
random forest, and decision trees, can be used to solve problems such as text sentiment
categorization and personality recognition [14,15]. The machine learning classifiers are
trained on the extracted numerical features and used for text classification [13].

Arion et al. [14] have attempted to detect users’ personality traits from their social
media posts using random forest (RF), K-nearest neighbor (KNN), and support vector
machine (SVM) classifiers. Wei et al. [15] used the bag-of-words method to represent
Chinese words associated with a user’s personality. They combined it with the K-means
algorithm to cluster these words, and then used the number of items in each cluster as
the textual representation of users for personality recognition. Similarly, Pierre et al. [16]
extracted textual features using both linguistic inquiry and word count (LIWC) and bag-of-
words methods. Gaussian processes combined with bag-of-words were found to be less
effective than ridge regression.

Sentiment analysis uses machine learning models to analyze text data and clas-
sify it as positive, negative, or neutral. Numerous studies have been conducted on
sentiment analysis using various machine learning models and techniques. For ex-
ample, Saad et al. [17] used six different models to analyze Twitter data from U.S. air-
lines and found that support vector machine (SVM) achieved the highest accuracy.
Alzyout et al. [18] studied violence against women using SVM and achieved an accuracy
of 78.25%. Jemai et al. [19] developed a sentiment analyzer using five different models
and found that naive Bayes performed best with an accuracy of 99.73%. Other methods
such as conditional random field (CRF) [20], approached decoding algorithm [21,22],
gradient descent and random forest [23] have also been proposed to effectively extract
sentiment features and achieve sentiment classification.
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These methods tend to have higher classification accuracy, improved scalability and
repeatability. However, they rely on the quality of the corpus and the subjective labeling of
the data, which can affect the classification results. In recent years, deep learning methods
have also shown promise in sentiment analysis, particularly in capturing the complex
relationships between words in a sentence.

2.3. Deep Learning-Based Methods

Deep learning-based approaches primarily use word embedding methods to represent
words in text and then construct semantic representations at the sentence or document
level. These deep learning models are used to extract and learn sentiment features from
the text to enable classification [24,25]. Deep learning methods excel in natural language
processing (NLP) compared to traditional machine learning methods because they do not
require lexicon building or grammatical analysis [26-29]. With a sufficiently large training
dataset, deep learning models can be trained to achieve high classification accuracy and
generalization ability [30-32], making them increasingly popular in NLP. Arbane et al. [33]
proposed a model based on BiLSTM for sentiment classification and public opinion analysis
of COVID-19 on Twitter and Reddit. Their results highlight the importance of using NLP
techniques to analyze public opinion in the context of public health issues.

Hernandez and Knight [34] attempted to create a classifier for sorting social media
posts into Myers—Briggs Type Index (MBTI) personality types. They used models such as
gated recurrent unit (GRU), simple recurrent neural network (RNN), long short-term mem-
ory (LSTM), and bidirectional LSTM (BiLSTM), and achieved an overall accuracy of 0.028.
Zhou et al. [35] constructed two attention-based BiLSTM architectures that incorporated
both emoji and textual information at different semantic levels for personality recognition
tasks. Their models achieved state-of-the-art performance over baseline models on a real
dataset. While deep learning has shown superior performance in personality recognition,
collecting data that captures diverse personalities remains a challenge.

Li et al. [36] constructed multi-channel features and employed self-attention and
BiLSTM to capture the relationship between sentiment target words and words with
sentiment polarity words in sentences. Sadir et al. [37] proposed a convolutional neural
network model (ACNN-TL) based on the attention mechanism and transfer learning. They
obtain the semantic representation of words using Word2Vec and BERT as pre-training
models. Kamab et al. [38] proposed a convolutional neural network model based on the
attention mechanism and combined with BiLSTM. Experimental results show that this
method outperforms sentiment analysis. Compared to classification methods based on
sentiment lexicons and traditional machine learning, the deep learning approach offers
better expressiveness and model generalization ability, but requires a large amount of
training data.

Sentiment analysis on social media platforms such as Weibo poses significant chal-
lenges due to the limited word count of texts. Many scholars [39,40] have developed
algorithms to improve the accuracy of sentiment classification. For example, Jin et al. [41]
combined emoji and text sentiment features, utilized CNN to capture local features, and
trained a sentiment classifier. Chen et al. [42] employed a convolutional self-encoder to
obtain image features of emoji and combined them with the feature vector of Weibo texts
to achieve Weibo sentiment classification using a multilayer perceptron. Recognizing the
need to incorporate deep learning models and sentiment symbols into existing Weibo
text sentiment analysis, Zhang et al. [43] proposed a dual attention model approach to
construct a Weibo sentiment symbol library containing sentiment words, negation words,
degree adverbs, network words, and Weibo emoticons. The authors demonstrated that the
combination of attention models and sentiment symbols effectively improves the ability to
capture Weibo sentiment semantics. Another approach by Wang et al. [44] was to develop a
Weibo user interest lexicon to calculate sentiment scores and output sentiment results. The
authors trained a general classification model using LSTM and employed SVM to ensemble
the prediction results of both models to obtain the final sentiment status.
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It is worth noting that most current sentiment classification research tends to overlook
the influence of personality, especially in Chinese texts. A person’s thought patterns are
shaped by their behavior, emotions, psychology, and motivations, collectively known as
personality, which strongly influence individual behavior. Language usage patterns in
online social media, such as words, phrases, and topics, provide insights into personality
traits. In English, extroverted individuals tend to mention social-related vocabulary such
as “party” and “love you”, while introverted individuals may use words that reflect
solitary activities such as “internet” and “computer” [5]. Similarly, in Chinese, extroverted
individuals are more likely to use numerous personal pronouns, indicating their tendency
to pay more attention to others [3]. User-generated text can effectively reflect their mental
activity and personality traits. For example, individuals high in extraversion often use more
words associated with positive emotions, while those high in neuroticism use more words
associated with negative emotions [45]. In other words, individuals with similar personality
traits show comparable expressions. Leveraging this understanding can improve sentiment
classification performance to some extent. Therefore, we chose BILSTM and self-attention
to train classifiers. BiLSTM captures contextual information and focuses on different
personality traits, and the prediction results from these classifiers are merged to produce
the final predictions.

3. Methods and Results
3.1. Personality Recognition

To explain the differences in personalities, we first construct a personality lexicon
specifically for Chinese Weibo texts. Although LIWC is a reliable psychological lexicon,
it is designed for English-speaking countries. Due to cultural differences between China
and Western countries, people from different regions have different ways of expressing
themselves. As a result, the effectiveness of personality identification on Chinese social
platforms is limited. In our study, we develop a personality lexicon specifically tailored
to Chinese Weibo texts to accurately recognize users’ personalities. In addition, machine
learning algorithms are employed to assess the degree or status of users’” performance on
various personality dimensions.

To achieve personality recognition, we first assess whether users exhibit certain
personality traits using the constructed personality lexicon. If a user does not exhibit any
of the particular personality traits, we conclude that they do not belong to any particular
personality category. On the other hand, if a user’s Weibo texts indicate the presence of a
specific personality trait, we create a new dataset containing those texts. This dataset is
then divided into a training set and a test set in a 7:3 ratio. The training set is used to
train a classifier specific to that personality trait using machine learning methods, and
the test set is used to assess the user’s state or degree of alignment with that particular
personality trait.

3.1.1. Dataset Preparation

In this paper, we use the BFI-44 questionnaire [46], which consists of a total of
44 questions assessing different personality dimensions, with 8 or 9 questions assigned
to each dimension. Over a period of more than 2 months, we collected a total of
457 questionnaires, of which 379 were considered valid. There were 101 male and
268 female participants. The majority of participants were young, with an average age
of 23 years. Specifically, 15.3% were between the ages of 18-20, 72.9% were between
the ages of 21-24, and 11.8% were between the ages of 25-30. Each question in the
questionnaire was scored on a Likert scale, resulting in scores ranging from 1 to 5. To
distinguish users with significant personality expression, the questionnaire is processed
by u &+ 0.50 converting the personality scores. Users with scores above y + 0.50 are high
trait users (H), users with scores below p — 0.5¢ are low trait users (L), and users with
scores in the rest of the range are those with insignificant personality expressions (M).
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Table 1 shows the percentages for the five personality dimensions, namely agreeableness
(A), extraversion (E), conscientiousness (C), openness (O) and neuroticism (N).

Table 1. Distribution of questionnaires.

Personality Mean Standard Deviation L (%) M (%) H (%)
A 32.67 4.58 29.29 47.13 23.48
C 27.79 5.08 19.52 50.66 29.82
E 22.85 5.41 21.64 53.82 24.54
N 25.90 4.62 21.90 57.78 20.32
O 30.69 4.90 25.33 44.85 29.82

For our study, the data collection process involved obtaining participant IDs from the
completed questionnaires of 379 participants. Using these IDs, we crawled the participants’
published texts, resulting in a comprehensive personality corpus. In addition, we randomly
crawled about 1.3 G of texts to generate another corpus. This corpus will be used to train
Word2vec for subsequent keyword clustering and expansion.

3.1.2. Personality Lexicon Construction

Building a personality lexicon involves three main steps: extracting personality key-
words, embedding the keywords, and building the lexicon. First, relevant keywords related
to personality traits are extracted from users” Weibo texts. Then, Word2vec is applied to the
corpus to generate vector representations of the extracted keywords. Finally, a machine
learning clustering algorithm is used to group the keywords into several clusters, each of
which is analyzed and given a semantic name. The keywords extracted from each cluster
are then expanded to create a personality lexicon containing words from different semantic
categories. The detailed process of building the personality lexicon is illustrated in Figure 1.
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Figure 1. Flowchart of personality lexicon construction.

(1) Keyword extraction

In information retrieval, term frequency-inverse document frequency (TF-IDF) is the
most widely used method that reflects the importance of a term in a corpus of documents.
It assigns weights to each term in a document based on its term frequency and inverse
document frequency. Terms with higher weights are considered more important. Therefore,
our research uses the TF-IDF method to calculate the weight of each word in a user’s Weibo
texts, and extracts a certain number of high-weight words that represent the characteristics
of the user’s textual content. However, not all of the extracted keywords are related to
personality characteristics. In order to select only the relevant keywords, we combine the
results of the user questionnaire with the Chi-square test (CHI).
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(2) Lexicon construction

After obtaining the keywords for different personalities using TF-IDF + CHI, the
K-means clustering algorithm is applied to group similar semantically related words using
Word2vec to analyze the expression differences of personalities on Weibo. Before clustering,
the appropriate number of clusters (k) needs to be determined. The elbow method is used
to experiment with k values between 10 and 30, as shown in Figure 2, which indicates that
k = 18 produces the best clustering results. Therefore, 18 is chosen as the final number of
clusters, and the results of the K-means clustering are shown in Figure 3.

Distortion Score Elbow for KMeans Clustering
1

=== gbow atk =18, score = 259.086

Figure 2. Result of the elbow method.
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Figure 3. Clustering results of K-Means.

According to the semantic characteristics of each category, we assign a name to each
category. The partial clustering results of the keywords are listed in Appendix A of the
article; these are words that are close to the cluster center and can effectively describe the
overall characteristics of each category.

Categories 0 and 11 are related to comments, expressing attitudes toward people and
things, including positive and negative evaluations; Category 1 is related to time; Category
2 is related to daily life; Category 3 is related to relationships; Category 4 is related to places;
Category 5 is related to cognitive processes; Category 6 is related to blessings; Category
7 is related to platform activities, such as forwarding Weibo, sharing red envelopes, or
other platform activities; Categories 8 and 15 describe a person’s emotional state, including
positive and negative emotions; Category 9 is related to physical health, mainly describing
body parts and health status; Category 10 is related to social events; Category 12 is related
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to work; Category 13 is related to values; Category 14 is related to school life; Category 16
is related to competition; and Category 17 is related to food.

Compared with SCLIWC, our personality lexicon is specifically designed for Chinese
Weibo, with more specific categories, and includes some network slang and popular
language, which is beneficial for predicting Weibo users’ personalities.

3.1.3. Correlation Analysis

In order to study the correlation between textual features of Weibo texts and users’
personality traits, keywords are extracted from a user’s Weibo texts, and the set of these
keywords is used to represent the user’s textual content. Using the personality lexicon, the
number of keywords in each semantic category in the user’s Weibo is calculated. A Pearson
correlation analysis is then performed between the personality trait scores obtained from
the questionnaire and the different semantic categories in the personality lexicon. The
analysis results can be used to explain personality traits from a textual perspective and
provide a basis for personality-based sentiment classification of Weibo texts.

Table 2 shows that agreeableness is negatively correlated with work and that high-
agreeableness users are more likely to bless others. Extraversion is positively correlated with
relationship terms, suggesting that users who are more extroverted value communication
with others more. Neuroticism is positively correlated with both negative and positive
emotions, suggesting that high neuroticism users are emotionally unstable. Openness is
positively correlated with position, cognition, and values, suggesting that users high in
openness are creative, imaginative, and exploratory. High conscientiousness is positively
correlated with work and time, indicating that users with high conscientiousness have
a strong sense of time and take their work seriously. Low agreeableness is negatively
correlated with work, values, and so on.

Table 2. Correlation coefficient between Big Five and different categories.

Label Categories A c E N (0]

0 Positive comments 0.017 * —0.019 —0.02* 0.014 ** 0.012
1 Time 0.02* 0.049 ** 0.053 —0.07 —0.041
2 Daily life 0.081 0.04 0.031 0.049 * 0.096
3 Relationship —0.055 0.039 0.053 ** 0.012 —0.108
4 Location —0.07 0.021 —0.073 0.016 0.153 ***
5 Cognitive processes —0.085 0.029 —0.001 0.004 * 0.052 **
6 Blessing 0.081 * —0.048 —0.08 —0.078 —0.013
7 Platform activities 0.015 —0.101 0.012 ** —0.012 0.084
8 Positive emotions 0.064 —0.027 * 0.065 0.013 * —0.039
9 Body health 0.057 * 0.072 —0.06 * 0.06 * 0.101 **
10 Social events —0.105 0.031 —0.024 ** 0.041 * 0.078
11 Negative comments —0.054 ** —0.05* —0.069 0.055 ** —0.025
12 Work —0.026 *** 0.077 ** —0.014 —0.005 —0.08
13 Values —0.015 ** 0.021 —0.031* —0.027 0.044 **
14 School life 0.035 * 0.021 * 0.057 ** 0.009 0.043
15 Negative emotions —0.089 * 0.032 —0.044 0.018 *** —0.073
16 Competition 0.129 * -0.11 0.035 0.015 0.057
17 Foods 0.041 0.055 0.034 0.029 0.069 ***

Note: * indicates a significance level of 10%; ** represents a significance level of 5%; *** represents a significance
level of 1%.

3.1.4. Experiments and Results

According to the questionnaire, participants’ scores can be calculated in the five
dimensions of agreeableness, extraversion, conscientiousness, openness and neuroticism.
Based on the scores, they can be classified as high, low, or middle. Therefore, the
personality lexicon can first be used to differentiate the five personality dimensions, and
then machine learning can be used to classify the extent to which users exhibit different
personality dimensions.
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Since deep learning is a neural network-based algorithm, a large amount of Weibo user
data is needed to train the model for better prediction performance. However, in this study,
only 379 valid questionnaires were collected through a survey, which is a relatively small
amount of data and does not meet the requirements for training deep learning models.
Therefore, traditional machine learning algorithms, including support vector machines
(SVM), random forests (RF), and naive Bayes (NB), were good choices for this study. These
models were utilized to predict personality traits based on the constructed personality
lexicon and the simplified Chinese version of the LIWC, the SCLIWC [47]. It should be
noted that the LIWC contains over 70 word categories, not all of which are related to the
Big Five personality traits. To address this, Qiu et al. [3] studied the correlation between
the different categories of the LIWC and the Big Five personality traits, and our work was
based on their research and the SCLIWC to conduct comparative experiments.

As shown in Table 1, nearly half of the participants scored in the middle range for
each personality dimension, and the distribution of low and high trait users was relatively
balanced. Therefore, a binary classification approach was used to identify personality.
First, users were categorized as mid-trait or low-high for a personality dimension. Next,
users with low-high were further classified as either low-trait or high-trait users. Two
experiments were conducted to achieve personality recognition of Weibo users.

The first step in personality recognition was to distinguish whether a Weibo user was
low or high in personality traits.

From Table 3, we can see that the average accuracy of user personality classification
based on the personality lexicon constructed in this study was higher than that of SCLIWC.
The accuracy of each personality trait was also higher than that of SCLIWC, indicating the
effectiveness of the personality lexicon in identifying users’ personality traits. In particular,
the accuracy of agreeableness and openness was relatively high, reaching 0.7281 and 0.7335,
respectively. This may be because the number of users with these two personality traits
was relatively large, resulting in a significant proportion of their posted Weibo messages in
the dataset.

Table 3. Accuracy of personality lexicon and SCLIWC distinguishing personality.

Lexicon A C E N (0
Personality lexicon 0.7281 0.7075 0.6994 0.6852 0.7335
SCLIWC 0.7153 0.6971 0.6791 0.6634 0.7028

To analyze users’ performance on different personality dimensions, the Weibo texts
and their corresponding users were used to construct datasets for each dimension. These
datasets were then divided into training and test sets with a ratio of 7:3. Three classifiers
were used to train the models for each dimension: support vector machine (SVM), random
forest (RF), and naive Bayes (NB). Each classifier was trained separately for each personality
dimension. The results of the experiments are shown in Table 4.

Table 4. Low-high in personality dimensions.

Lexicon Model A c E N (0] Average
RF 0.7366 0.7148 0.6379 0.6287 0.6952 0.6826
Personality lexicon SVM 0.6813 0.6795 0.6514 0.6162 0.6793 0.6615
NB 0.6781 0.6743 0.6335 0.6095 0.6775 0.6546
RF 0.6586 0.6539 0.6185 0.5839 0.6007 0.6231
SCLIWC SVM 0.6437 0.6641 0.5972 0.6094 0.594 0.6217

NB

0.6211 0.6363 0.5664 0.5667 0.5771 0.5935
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The personality lexicon outperformed the SCLIWC lexicon when combined with
various machine learning methods, suggesting that the personality lexicon was a more
effective tool for personality recognition. The combination of the lexicon with machine
learning algorithms enabled the extraction of personality traits from the lexicon while
taking into account the syntactic and semantic relationships of the text. Although SVM had
a higher accuracy rate of 0.6514 in identifying extraversion, RF performed better overall,
with average accuracy rates of 0.6826 and 0.6231 when combined with the two lexicons,
indicating that RF is more compatible with lexicons, especially the personality lexicon
developed in this study.

3.2. Sentiment Classification

Extracting sentiment information from text is an important goal in sentiment analysis.
Weibo, a popular social media platform, allows users to share their experiences and engage
in discussions. Analyzing Weibo posts can help identify sentiments and trends, which can
help in understanding public opinion. Early detection of negative emotions can address
psychological issues and enable intervention. In addition, Weibo provides valuable insights
for companies to tailor their products and promotions to users’ preferences. Therefore, we
propose the P-BiLSTM-SA model for sentiment analysis of Weibo texts, which is based
on personality traits and combined with bidirectional long short-term memory (BiLSTM)
and the self-attention mechanism. The overall structure is shown in Figure 4. First, texts
belonging to users with similar personality traits were grouped together, since people with
the same personality are likely to have similar expression patterns. The texts were then
preprocessed, and word vectors were generated using Word2vec. These word vectors were
then used to form a matrix that was fed into the BiLSTM layer. The resulting output was fed
into the self-attention layer, which assigned weights to the features and extracted deep-level
sentiment features. As a result, 10 sentiment classifiers and one general sentiment classifier
were trained based on different personality traits. Finally, the prediction results of the
classifiers were ensembled using an ensemble strategy method to output the sentiment
polarity prediction. Here, H and L stand for high and low traits of each personality, such as
HE for high extraversion and LE for low extraversion. “All” represents the general texts,
i.e., all Weibo texts in the dataset.

=)

Personality lexicon + RF

Group by personality traits
HA HC HE HN HO
group group group group group
ALL
LA LCc LE LN Lo
group group group group group
Sentiment classifiers based on BiLSTM+Self-Attention
HA HC HE HN HO
classifier classifier classifier classifier classifier ALL
classifier
LA Lc LE LN Lo
classifier classifier classifier classifier classifier

!

Ensemble of classifiers

Final prediction of
sentiment

Figure 4. Weibo sentiment classification structure.
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3.2.1. P-BiLSTM-SA Model

The P-BiLSTM-SA model is based on personality and BiLSTM-SA, so we first needed
to use the personality lexicon constructed to recognize users’ personalities according
to the Big Five model, which was helpful to group the texts published by users with
different personality traits into 10 groups, and each group reflected the linguistic expression
characteristics of the corresponding personality trait, which facilitated the training of basic
emotion classifiers for different personalities.

When building the classifiers, we chose BILSTM to capture the contextual information
of the texts, and the self-attention mechanism to assign weights based on the importance
of words in the texts, learning the sentiment expression patterns of different personalities.
To avoid overlooking the common expression characteristics of Weibo users, we also
constructed a general text sentiment classifier, which was trained on all Weibo texts in
the dataset. The sentiment classifiers were trained using the BiLSTM + self-attention
mechanism, as shown in Figure 5.

self-Attention

Rolliso o

softmax

Figure 5. Construction of sentiment classifiers based on personality classification.

The sentiment classifiers for both personality traits and general text were developed
using an embedding layer, a BILSTM layer, a self-attention layer, and a Softmax layer.
The word vector matrix of the texts served as input for the BiLSTM layer. The outputs
of the BILSTM layer were then fed into the self-attention layer, which assigned weights
to the features and extracted deep-level sentiment features to train the personality
sentiment classifiers.

(1) BiLSTM layer

To better understand the semantic information of words in Weibo texts, it was nec-
essary to consider the contextual relationships between words as well as the long-term
correlations between words. Although LSTM can capture long-distance semantic depen-
dencies, conventional LSTM only captures forward semantic information while ignoring
backward semantic information. However, the BILSTM model can capture both forward
and backward contextual information of a sentence. Therefore, we adopted the BiLSTM
model to encode the semantic information of Weibo texts. For a given Weibo text with word
embeddings: {vy,vy, - - -, v¢}, the output of BILSTM is h = [hy, hy, - - - hy], where h € RNxd
N is the length of the sentence, d is the size of the hidden layer.



Electronics 2023, 12, 3274

12 of 21

(2) Self-attention layer

The self-attention mechanism assigns weights to each output state (/;) of the BiLSTM,
resulting in a sentence representation vector matrix. The matrix captures both contextual
information and highlights various personality and emotional features of the Weibo text.
The weighted feature representation of each word in the sentence is calculated as follows:

N
C=1) ol ¢y
i=1

The importance of the i-th word in the whole Weibo text is represented by d;, which is
computed according to Formula (2):

0; = softmax(il;};i), )
k

To prevent the dot product ;i from becoming too large, a scaling factor /dj is
introduced, which is typically set to the dimensionality of the input vectors.

(3) Sentiment classification

The final layer of the model is a fully connected network layer that utilizes the
Softmax function as its activation function to calculate the predicted probabilities of
different emotion labels for the given Weibo text. Specifically, the output of the previous
layer serves as the input and is linearly transformed using weights and bias terms. The
Softmax function then converts this output into a probability distribution. The formula
for this process is as follows:

p = softmax(WC +b), (3)

Here, C represents the output vector of the previous layer, while W and b represent
the weights and bias terms of the fully connected layer, respectively.

(4) Ensemble of sentiment classifiers results
For a set of n test texts (t1, t, L, t;), the 11 sentiment classifiers are used to make

.. .. - + .
predictions about the texts. For a text t;, the prediction results ( Pijs pij) are obtained, where

(p_ij, ;;:]) represent the probability of the text being predicted as negative or positive, by the
j-th classifier, respectively. Based on the outputs of the 11 classifiers, the probabilities for
each group are summed and averaged to obtain p; = (ﬁi, ;ﬂrl) , which represents the final
prediction results for the text ¢;. Specifically, the probabilities for each group are averaged

using the formula p; = ; ‘1[1‘,1 pij- The specific fusion process is shown in Figure 6.

To better understan(]:l the P-BiLSTM-SA model, we provide an example. Once we
had trained 10 personality-specific sentiment classifiers and one general sentiment
classifier based on the personality dataset, the P-BiLSTM-SA model was established.
In Figure 7, for a Weibo text example, “Thank you, a pregnant female colleague of-
ten delegates her work to me, claiming that it improves my job ability, what’s the

problem . We used the Youdao API to translate non-Chinese text and convert emoti-
cons to text using Emojiswift, resulting in “Thank you, a pregnant female colleague
often delegates her work to me, claiming it enhances my job capabilities [hehe], what’s
the problem”. After a series of processing steps, the sentence was transformed into its fi-
nal form: “Thank/pregnant/female/colleague/often/work/delegate/claim/enhance/
job/capabilities /hehe/problem”. The sentence was then vectorized using word2vec
and tokenized before being fed into each of the personality-specific sentiment classifiers.
This yielded 11 predicted probabilities, which were finally calculated to yield the overall
prediction result of [0.706387 0.284522], indicating a negative sentiment.
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texts
(t.t5.01,)

[ HE Classifier | [ LE Glassifier ]  HAGlassifier ][ LA Classifier ][ HC Classifier | ALL Classifier

31(};11};11) (;;up_u) (;;13;;13) (1;1419_14) (I;hP_l:) (P_mp;n)
5} (P_: - P_zl) (};22 . p_ll) (F;:s s P:s) (P_24~ P'_A) (};:5 ’ P+15 ) e (P_:n- P_:n)
L (};ﬂl -P) (F:rrl s P;:) (1;113 s P_,a) (};"4- p_n4) (I;m s P_ns) e (P_nn- P:rn)

ti(pep)

ty:(p1-p3)

t,:(p,.p,)

I positive or negative l

Figure 6. Ensemble of sentiment classifier prediction results.

Thank you, a pregnant female colleague often delegates her i
work to me, claiming it enh my job it |
what's the problem (22 i

Youdao Translation &

i Emojiswift

3 Thank you, a pregnant female colleague often delegates her i

! work to me, claiming it enh my job capabilities [hehe], i

i what's the problem !

Data preprocess i i

| Jieba words cut & filter i

i out H

] v !

! Thank le/coll P v /del ‘clai !

! m/enhance/job/capabilities/hehe/problem i

! / job/cap !

3 v Word2Vec ‘

! Word Embedding i

i v 1

s s

v
T HA ) (— HC ) (HE ) ( HN ) (— HO ) 1A ) (LC ) (LE ) (IN ) (L0 ) ((ALL )
‘ Classifie ‘ ’ Classifie ‘ ‘ Classifie ‘ ‘ Classifie I ‘ Classifie ’ ‘ Classifie ‘ ‘ Classifie ‘ \ Classifie ‘ ‘ Classifie ‘ ‘ Classifie ‘ ‘ Classifie ‘
r ) r ) L r x r ) __r r r * r r

[0.83939392 [0.52506877 [0.7141617 [0.6888643 [0.66901924 [0.665782 [0.64974934 [0.86048513 [0.86714557 [0.6600447 [0.63054622
0.16060605] 04749312] 0.28583835] 0.2111356] 0.3309808] 0.334218] 0.35025075] 0.13951496] 0.13285445] 0.3399553] 0.3694537]

Ensemble of sentiment classifier prediction results

v
[0.706387 0.284522]

A

Figure 7. An example of P-BiLSTM-SA for understanding.



Electronics 2023, 12, 3274

14 of 21

3.2.2. Experiments and Results
(1) Data processing

The experimental data came from 733 users on Sina Weibo. After preprocessing and
labeling, there were 71,961 original Weibo texts, of which 40,483 were positive and 31,478
were negative. The Weibo texts were divided into training, validation and test sets in the
ratio of 7:2:1. In order to construct personality-based sentiment classifiers, the texts posted
by the 733 users were first grouped according to their characteristics. The results are shown
in Table 5.

Table 5. Personality recognition results for 733 Weibo users.

Dimensions A C E N (0)
low 301 421 241 197 252
middle 45 95 29 220 70
high 387 217 463 316 411

The Weibo texts were full of noise due to irregular expression, so we needed to pre-
process them. First, we removed unnecessary information such as videos, images, URLs,
and special symbols such as “@” and “#” from Weibo content, while keeping text and
emoticons. Then, we translated phrases in Weibo posts from non-Chinese languages to
Chinese using Youdao’s translation API and converted emoticons into textual representa-
tions. Finally, we filtered out common but meaningless words from the cleaned data using
a merged stop word list. After cleaning the data, the sentences were split into words using
Jieba, a Chinese word cutting tool. Word2Vec was then used for tokenization. Since the
texts varied in length, the sequences had different dimensions, which can be a challenge for
deep learning models such as LSTM. To ensure consistent dimensions, the sequences were
transformed into an embedding matrix using padding. In this study, a sequence length of
64, corresponding to the longest Weibo text in the datasets, was used for padding.

(2) Parameter setting

The proposed model, P-BiLSTM-SA, has specific parameters as shown in Table 6. In
the experiments, the word embeddings were set to 200 dimensions, Adam was chosen as
the optimization function, and the loss function was the categorical cross-entropy.

Table 6. Model parameter settings for P-BiLSTM-SA.

Parameters Values Parameters Values
Bach-size 128 Dropout 0.5

Hidden_size 128 Ir 0.001
Att_size 100 Epochs 300

(3) Experiments and discussion

To validate the effectiveness of the basic sentiment classifiers for each personality trait,
we conducted a comparison experiment between the basic sentiment classifiers and the
P-BiLSTM-SA model, and the results are shown in Table 7. Obviously, the accuracy of a sin-
gle basic sentiment classifier was lower than that of the P-BiLSTM-SA model, which shows
that the personality-based sentiment classifiers can effectively capture the personality-
specific emotional features expressed in texts, and thus, integrating the outputs of multiple
classifiers can efficiently improve the accuracy of sentiment classification. Among the basic
sentiment classifiers, except for the HC and LN classifiers, the accuracy of the other clas-
sifiers was higher than that of the universal classifier ALL, suggesting that incorporating
personality factors into sentiment classification can enable the model to learn the specific
emotional expression styles or preferences of different personalities, thus improving the
accuracy of sentiment classification. The lower classification accuracy of the HC and LN
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classifiers may have been due to the fact that the text data for these two classes were less
than those for the other classes, which limited the learning of text features by the model
during training and affected the effectiveness of emotion classification.

Table 7. Accuracy of basic sentiment classifiers and P-BiLSTM-SA.

classifiers HA HC HE HN HO ALL
accuracy 0.7484 0.7218 0.7408 0.7382 0.7505 0.7315
classifiers LA LC LE LN LO P-BiLSTM-SA
accuracy 0.7351 0.7360 0.7461 0.7297 0.7368 0.8156

To further investigate the impact of personality on sentiment classification results, we
deliberately removed the basic sentiment classifier for a particular personality trait from the
P-BiLSTM-SA model and compared it with the original model. The experimental results
are shown in Table 8. It can be observed that the P-BiLSTM-SA model achieved the highest
F1-score and accuracy, indicating that the removal of one of the basic sentiment classifiers
affected the final sentiment classification performance. This also indirectly demonstrates
the scientific and rational nature of the Big Five personality theory.

Table 8. Model experiment results when lacking one personality dimension.

Index P-BiLSTM-SA —A —-C —E —N -0
Accuracy 0.8156 0.7932 0.7850 0.7842 0.8026 0.8002
Fl-score 0.7945 0.7821 0.7742 0.7751 0.7693 0.7798

Note: “—A” in the table represents the results of sentiment classification after removing the classifiers HA and LA
when P-BiLSTM-SA integrates the basic sentiment classifier, and the same is true for others.

To evaluate the performance of the P-BiLSTM-SA model, a comparison was made with
several baseline models, including P-LSTM, P-BiLSTM, BiLSTM-SA, BiLSTM + EMB-ATT [48],
and EMCNN [49], all trained on the same dataset. Furthermore, an additional open dataset,
NLPCC2013, was used for further evaluation and testing of the models. The results are shown
in Tables 9 and 10.

Table 9. Comparison of experimental results based on constructed dataset.

Model Accuracy Recall Precision F1-Score
BiLSTM-SA 0.7658 0.7037 0.7647 0.7329
P-LSTM 0.7880 0.7266 0.7929 0.7583
P-BiLSTM 0.7937 0.7300 0.7978 0.7624
BiLSTM + EMB-ATT 0.7818 0.7485 0.7804 0.7641
EMCNN 0.7934 0.7427 0.8003 0.7704
P-BiLSTM-SA 0.8156 0.7425 0.8544 0.7945

Table 10. Comparison of experimental results based on NLPCC2013 dataset.

Model Accuracy Recall Precision F1-Score
BiLSTM-SA 0.7709 0.7137 0.7708 0.7412
P-LSTM 0.8164 0.7431 0.8192 0.7793
P-BiLSTM 0.8190 0.7448 0.8218 0.7814
BiLSTM + EMB-ATT 0.7921 0.7849 0.7911 0.7880
EMCNN 0.8211 0.8184 0.8035 0.8109
P-BiLSTM-SA 0.8288 0.8486 0.8274 0.8379

Compared to the BILSTM-SA model, P-BiLSTM-SA showed better performance in
sentiment classification. Although BILSTM-SA could capture deeper levels of sentiment
information through the self-attention mechanism during model training, it lacked the
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ability to learn different linguistic expressions of emotions associated with different per-
sonality traits, resulting in inferior performance compared to P-BiLSTM-SA. Therefore,
the integration of personality factors proved to be beneficial for sentiment classification in
Weibo. Compared to P-LSTM, P-BiLSTM obviously had a better classification performance,
especially for complex sentences.

The results for P-BiLSTM-SA in terms of accuracy, recall, precision, and F1 score were
superior to those of other models, suggesting that pre-classifying Weibo texts according to
users’ personalities enabled the self-attention mechanism in the model to learn the deep-
seated emotional characteristics of different personalities more effectively. Furthermore, this
approach could compensate for BILSTM’s inability to capture the contextual information
of long sentences. Finally, by integrating the outputs of different classifiers, the proposed
model was able to reduce the generalization error. As a result, the P-BILSTM-SA achieved
good performance.

The F1 score for sentiment classification was higher for the NLPCC2013 dataset. The
authors analyzed the possible reasons and suggested that the Weibo dataset constructed
in this paper included texts published from January 2013 to December 2019, and some
of those in the test set as well as the NLPCC2013 dataset were from the same period. As
Weibo is a social network platform, the texts published during the same period may have
similar expressions in terms of word choice and language use, which may have contributed
to the better performance of the model on the NLPCC2013 dataset. In addition, with the
rapid development of the internet and smartphones, people are exposed to different types
of content online, and new words and dialect expressions often appear on Weibo. The
NLPCC2013 dataset contained fewer of these words than the Weibo test dataset used in this
study, which may have caused the model to make more errors in predicting the polarity of
texts containing these words, leading to poorer performance on the Weibo dataset.

In addition, a comparison of the experimental results based on P-BiLSTM-SA and
BiLSTM-SA was performed on a selected subset of the data, as shown in Table 11.

Table 11. Examples correctly classified by P-BiLSTM-SA but incorrectly classified by BILSTM-SA.

No Personalities Weibo Texts P-BiLSTM-SA
Self-discipline makes sport purer. Tomorrow is the marathon, o
M HCHA HO why am I feel more excited than I imagined? Positive
Actually, I can’t pinpoint the specific reason why, even though I
) LEHCLO have no worries about food and clothing and have a job, I just Negative
feel exhausted, a kind of exhaustion that seems unsolvable.
3) HE HC HN I finally solved it, I am so awesome, it’s incredible. Positive
@) LELO HN Feeling exhaustfed and in pain, endur}ng for the sake of those Negative
fleeting moments of happiness, damn.
(5) LA LO HN You're amazing, hehe. Negative
©) LA LE Living well,.earmng money, not starving, Positive
and going wherever you want.
(7) HA HE When you know what you want, you won't feel lost. Positive
®) HN LE HO Living in constant self-doubt, sel'f-demal, self-encouragement, Negative
and self-redemption every day.
Shocked! A female college student spent the Qingming holiday
) HO HE HA watching the replay of a delicious roasted lamb leg live stream Negative
in her dorm instead of going out to enjoy the spring scenery!
(10) LCLOLE No desire to study... Negative
Some recent fragments—a regular life is really nice. I haven’t
. . . . S
(11) LN HO HC HE HA had insomnia lately! The food at the third cafeteria is really Positive

delicious! Ordering three dishes for two people is super
cost-effective and we can eat until we’re full.
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From Table 11, we can see that HC personality users tended to be responsible, con-
scientious, and self-disciplined. In contrast, LC personality users were considered lazy
and lacking in self-discipline. Users with the HE personality trait were characterized by
their passion and liveliness, while the use of words such as tired and pain were often
used by people with the LE personality trait to express negative emotions. Users with
an HA personality trait tended to be open and generous in their emotional expression,
while users with an LA personality trait often conveyed emotions that were difficult to
discern, with negative emotions such as “hehe” more common. Individuals with an HO
personality trait were found to have a positive emotional disposition and a passion for life
and food, whereas individuals with an LO personality trait were found to lack creativity,
curiosity and interest in everything. For example, texts (3) and (5) both described someone’s
abilities as good, but their emotional states in terms of agreeableness were different, with
one being HA and the other LA, resulting in different expression styles and polarities.
Similarly, texts (6) and (7) expressed positive emotions, with high trait individuals tending
toward a positive and optimistic expression style, while low trait individuals tended to
express the opposite. Thus, despite the fact that the two individuals who posted these texts
had similar levels of agreeableness and extraversion, their ways of expressing emotions
differed significantly due to differences in their high and low traits. Texts (8) and (11)
showed different expressions of neuroticism, with high-neurotic individuals tending to
be emotionally unstable, have a higher prevalence of negative emotions, and exaggerate
their feelings, whereas low-neurotic individuals tended to be emotionally stable and have
positive emotions. According to the results, compared to BILSTM-SA without personality
factors, the P-BiLSTM-SA model was found to be better at learning deep-level emotional
information associated with personality expression during training, and thus performed
better at classifying the sentiment of Weibo texts.

4. Conclusions and Future Work

In this paper, we proposed a method that combines personality-based BiLSTM and
self-attention mechanisms for sentiment analysis of Weibo texts. We constructed a per-
sonality lexicon and trained base classifiers for each personality group using BILSTM and
self-attention. Ensemble learning was utilized to integrate the predictions. Our approach
achieved high accuracy on both the public NLPCC2013 dataset (82.88%) and our self-
constructed Weibo dataset (81.56%). The overlap in the dataset and the presence of new
words and dialect expressions on Weibo contributed to the higher accuracy on NLPCC2013.
In addition, we constructed a personality lexicon through Weibo texts, which reflects
Chinese social culture and linguistic characteristics. However, there were also some limita-
tions, so further research can be conducted from the following aspects:

Create a more comprehensive personality dictionary and sentiment corpus that adapts
to the context of the internet. In personality recognition, the personality dataset was not
comprehensive, and a majority of young users with both agreeableness and openness
represented a higher proportion because their enthusiastic and proactive personality traits
made them more willing to participate in questionnaires. As a result, the size of the
constructed personality lexicon was relatively small, with only 18 categories. In sentiment
classification, the content posted by users may have contained memes that we filtered
out during text collection, but memes may reflect users’ emotional states. In the future, it
may be possible to use image processing techniques to convert the emotional information
conveyed by memes into text. In addition, although we did not build one, a specialized
corpus of internet slang with emotional connotations [50] could improve the accuracy of
sentiment classification.

Improve framework performance by adding pre-trained models. With the development
of artificial intelligence, new pre-trained models such as BERT and ALBERT have been
proposed and could be used to improve existing frameworks such as P-BiILSTM-SA, etc.
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Conduct aspect-level sentiment analysis research on Weibo texts based on attention
mechanisms. Conducting an overall sentiment analysis of Weibo text may obscure its de-
tails, and the overall sentiment may not reflect people’s fine-grained sentimental expression
of opinion goals. If we only focus on the overall sentiment and ignore the specific details,
we may obtain inaccurate results in the recommendation system, question answering, and
other real applications.

Conduct multimodal sentiment analysis research by combining text, facial expressions,
images, etc. On social platforms similar to Weibo, users’ utterances not only include text,
but also contain images, videos, voice, etc. The content represents multiple modalities,
and there may be certain interactive relationships between different modalities [51]. For
example, emotional information in the text may correspond to visual features such as
facial expressions in the images. Considering the aspect-level data of multiple modalities,
designing effective cross-modal feature interaction methods by modeling intra-modal
and inter-modal information will be a very meaningful research approach in the future
that can better explore the relationships between different modalities, thereby reducing
the annotated sample size requirement of the model and improving the performance of
sentiment analysis.
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Appendix A
Label Categories Some Keywords
0 Positive comments excellent, rhythm, personality, nice, outgoing, perfect, impression,
performance, sensible, mature, patient, hard-working, calm
1 Time Monday, weekend, morning, next day, evening,
midnight, holiday, the day before
5 Dailv life catch up, chat, pass by, steal away, shaking hands,
y shopping, smoking, discounting
. . dad, sister, friend, partner, colleague, grandparents,
3 Relationship neighbor, baby, husband, brother
4 Location Shanghai, Nanjing, Jinan, Thailand, Yantai, train, Wuhan, city, weather
5 Coenition process understand, choose, question, wonder, confuse, figure out,
& p understand, realize, gradually, familiar, know
6 Blessin wishes, happy birthday, good luck, smooth, family happiness,
& celebration, blessings, wonderful
7 Platform activities help, vote, super, idol, popularity, live, red packets,
cash, received, follow, surprise, opportunity
8 Positive emotions go fighting, life, effort, future, life, happiness, summer,

thanks, strength, beautiful, energy, youth
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Label Categories Some Keywords

stomach, health care, sauna, massage, vitamins, medicine,

9 Body health back pain, soreness, abs, workouts
. hostage, death, disease, avoidance, sentence, drugging, mediation,
10 Social events L Lo R .
victimization, sexual harassment, humiliation, domestic violence
. annoying, shady, stupid, disgusting, angry, hateful, joke,
B Negative comments g Enwort}}iy, urfinstall,ielf—di%‘ectegd,yhaters J
meeting, handover, human resources, group, late, work,
12 Work . .
salary, retirement, work overtime, boss
13 v integrity, society, honor, shame, nation, spirit, culture, rights, collectivism,
alues . . . S
ideals and beliefs, moral standards, guidance, discipline
14 S . college students, teachers, schools, study, homework, papers, classmates,
chool life . .. . ..
preparation for postgraduate entrance examination, graduation, examination
15 Negative emotions things, emoti(?ns, sad, experi.ence, mooq, fear, disappointment,
painful, maybe, give up, anxiety, sorrow
1 .. national football team, women’s basketball team, table tennis Olympic Games,
6 Competition . . . . . .
championships, playing, running, winning, champion, gold
barley, milk, taste, hot pot, rice, orange, burger, egg, cake,
17 Foods L .
coffee, delicious, seafood, milk tea
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