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Abstract: Nowadays, the industrial Internet is developing rapidly, but at the same time it faces
serious information security risks. At present, industrial Internet data generally have the problems of
complex attack sample types, large numbers, and high feature dimensions. When training a model,
the complexity and quantity of attack samples will result in a long detection time for the intrusion
detection algorithm, which will fall short of the system’s real-time performance. Due to the high
feature dimension of the data, shallow feature extraction will be unable to extract the data’s more
significant features, which will render the model’s overall detection capacity insufficient. Aiming
at the above problems, an industrial Internet intrusion detection method based on Res-CNN-SRU
is proposed. This method not only considers the temporality of network traffic data but can also
effectively capture the local features in the data. The dataset used in the experiment is the gas
pipeline industry dataset proposed by Mississippi State University in 2014. Experiments show that
the algorithm can effectively improve the recognition rate of the system and reduce the false-alarm
rate. At the same time, the training time required for this method is also greatly shortened, and it can
perform efficient intrusion detection on the industrial Internet.

Keywords: intrusion detection; deep learning; industry Internet; residual connection

1. Introduction

Today’s digital and Internet technology is profoundly changing our way of production
and life. The traditional industrial control system mostly runs on the isolated Intranet,
and almost does not need to consider the threat of the external network to hardware,
protocols, deployment, etc. However, with the rapid development of communication,
Internet of Things and other technologies, it has brought great changes to the application
of industrial automation control systems and the business and technical architecture in
the industrial environment and formed a new industrial platform, that is, the industrial
Internet platform [1-3]. Driven by industrial Internet technology, in order to improve
production efficiency, more enterprises have begun to realize the digitization, networking,
and intelligence of production processes. However, with the continuous improvement
in industrial equipment interconnection and intelligent technology, industrial Internet
systems are also facing various attacks from the network, including computer viruses,
malware, distributed denial-of-service attacks, and so on. These attacks can cause systems
to crash, data to be compromised, or industrial equipment to be remotely controlled. At
the same time, the industrial Internet involves a large amount of data transmission and
storage, including production data, sensitive information and trade secrets. Hackers may
attempt to steal these data for malicious purposes, such as industrial espionage, extortion,
or theft of intellectual property. In February 2021, a water treatment plant system was
attacked in Florida, the United States. The attacker remotely logged into the system by
stealing credentials, obtained SCADA access, and then started an HMI program to send
attack signals, destroy the liquid level control and dosage setting process, and increase the
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concentration of sodium hydroxide to 111 times the normal value, directly threatening the
safety of citizens [4]. Therefore, industrial Internet intrusion detection has become more
and more important.

Industrial Internet intrusion attacks may not only cause losses to the production and
economy of enterprises but also have an irreversible impact on society. Therefore, intrusion
detection for the industrial Internet is a major challenge to be solved urgently. Industrial
Internet intrusion detection refers to discovering intrusion attacks by monitoring network
traffic, identifying abnormal behaviors and threats, and taking corresponding measures to
prevent and respond to attacks.

Nowadays, the combination of deep learning methods and network intrusion detection
has become more and more popular. The convolutional neural network is a deep learning
model that has been widely used in the field of image and speech processing. It can realize
intrusion detection by analyzing and modeling network traffic data. In addition, due to the
successful application of recurrent neural networks in the field of sequence data processing,
more and more researchers have begun to apply it to network intrusion detection in recent
years. Based on RNN, SRU (simplified recurrent unit) is a new recurrent neural network
structure with fast operation and better representation ability.

The main contributions of this paper are as follows.

e A depth feature extraction method for high dimensional network traffic is proposed,
which can extract local features without losing time features, and add residual con-
nections, which not only alleviates the problem of gradient disappearance but also
improves the convergence speed of the network.

e  Combination with a parallel algorithm of SRU abnormal traffic detection. Compared
with the traditional LSTM model, the SRU model has the advantages of high com-
putational efficiency, fast training, strong sequence modeling ability, low memory
utilization rate, and is able to train the accuracy of the model faster.

e  Experiments show that the proposed method has high detection accuracy and low
time consumption, and can effectively detect complex malicious response injection
attacks, denial-of-service attacks, reconnaissance attacks and other attack types in the
industrial Internet environment.

2. Related Work

In recent years, China and other nations have attached great importance to industrial
Internet security and carried out a great deal of intrusion detection theory and technology
research, among which the most representative is the intrusion detection method based on
machine learning, especially the deep learning method, which can reduce false-positive
rates and improve detection rates and adaptability.

2.1. Industrial Internet Intrusion Detection Based on Machine Learning

Machine learning has been widely used in computer vision, natural language pro-
cessing, biometric identification, search engines, data mining and other fields. In the field
of intrusion detection, machine learning also plays an important role, including support
vector machine [5,6], K-means clustering algorithm [7] and Bayesian network model [8].
R. Zhang et al. [9] proposed a network intrusion detection scheme based on an improved
SVM algorithm. This method simplifies the intrusion detection system through sample
classification and selects the optimal parameters as the basis of intrusion detection through
iterative processing. Simon D. Duque Anton et al. [10] used an anomaly detection algorithm
based on machine learning and time series to analyze network data containing industrial
operations to detect attacks that introduce the data. To detect attacks, two machine learning-
based algorithms, SVM and random forest, are used. Both perform well and solve the
problem of feature extraction and selection and processing of missing data.

Through sample categorization and iterative processing, this technique chooses the
best parameters to serve as the intrusion detection system’s foundation. However, as a
nonparametric model, SVM is mainly used for the classification and verification of small
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datasets. With the increasing interconnection of modern heavy industry and manufacturing,
the scale of integration is gradually expanding, and the traffic in the industrial Internet
is also developing to a larger order of magnitude. In the face of the industrial Internet
with huge data, support vector machines face problems such as high time overhead,
reduced detection efficiency, and difficulty in obtaining hyperplanes. Ahsan Al Zaki
Khan et al. [11] employed machine learning algorithms using WEKA to develop a misuse
intrusion detection system designed to identify attacks on a SCADA system network of a
gas pipeline infrastructure. They used naive Bayes, rule-based and tree-based classifiers in
supervised learning mode for classifying the attacks. Majed Al-Asiri et al. [12] presented a
case study simulating a natural gas pipeline dataset to compare the effectiveness of decision
tree classifiers for various types of features in SCADA systems. Oliver Eigner et al. [13]
improved the K nearest neighbors algorithm and applied it to the industrial Internet,
successfully detecting an attack. S. Jaiswal et al. [14] improved the KNN model by using the
ant colony optimization algorithm, and conducted experiments on the KDD99 dataset. The
above experiments of applying KNN to intrusion detection have indeed achieved certain
results, but the KNN model is applied to industrial control systems, especially when the
industry is large, because KNN has to calculate the distance from all data for each test
sample and has the problem of high time overhead and poor performance.

In summary, the machine learning algorithm has good detection when dealing with
fewer feature dimensions. However, due to the massive and high-dimensional characteris-
tics of industrial Internet network data, traditional machine learning has been unable to
meet this demand. Therefore, it is imperative to carry out deep learning research.

2.2. Industrial Internet Intrusion Detection Based on Deep Learning

Since traditional machine learning methods can no longer meet the needs of increas-
ingly complex networks, many researchers use deep learning to replace traditional machine
learning methods. Deep learning has been well applied in many fields, such as image,
video recognition, natural language processing and robot technology. Nowadays, deep
learning application scenarios are more and more extensive, and it has been proved that
deep learning has certain advantages over traditional machine learning methods in in-
dustrial Internet intrusion detection. The development of deep learning has brought new
possibilities to intrusion detection. Xia W et al. [15] optimized the BP neural network and
used the Adaboost algorithm to obtain the optimal weight and threshold by continuously
adjusting the weight of training samples, which effectively solves the problem of intrusion
detection. Aiming at the security problem of the Internet of Things, Yang Aimin et al. [16]
proposed an LM-BP neural network model by improving the BP network, and applied it to
the intrusion detection system. However, the BP neural network model has a single struc-
ture, and a large number of parameters will be generated when fitting complex functions,
which will easily lead to overfitting and performance degradation, so the detection results
are not ideal. Y Li, Y Xu et al. [17] proposed a multi-CNN fusion-based intrusion detection
system. The processed data showed a better training result for deep learning.

Chuanlong Yin et al. [18] proposed a deep learning approach for intrusion detection
using recurrent neural networks. The RNN-IDS model improves the accuracy of intrusion
detection and provides a new research method for intrusion detection. Bipraneel Roy
et al. [19] presented a novel deep learning technique for detecting attacks within the IoT
network using a bidirectional long short-term memory recurrent neural network. The
experimental outcome showed that BLSTM RNN was highly efficient for building a high-
accuracy intrusion detection model and offered a novel research methodology. Song
Zhiwen [20] used a genetic algorithm to obtain the optimal selection for the training set
and test set, and combined convolutional neural network and gated loop unit to propose a
CNN-GRU intrusion detection method based on a genetic algorithm.

Zhou et al. [21] proposed a variational long short-term memory (VLSTM) learning
model for intelligent anomaly detection based on reconstructed feature representation to
solve the industrial Internet’s imbalance in data distribution in high-dimensional anomaly
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detection for industrial applications. RH Hwang, MC Peng et al. [22] proposed an intru-
sion detection model based on word embedding and long short-term memory network,
which can classify malicious traffic. The experimental results show that the method has a
significant classification effect in normal and malicious binary classification detection. Jie
Ling, Zhishen Zhu et al. [23] proposed an intrusion detection method based on a bidirec-
tional simple recurrent unit. With skip connections employed, the optimized bidirectional
structure in the SRU neural network is able to alleviate the vanishing gradient problem
and improve training effectiveness. As mentioned above, these detection algorithms have
achieved some success, but the RNN model they use has many parameters and the perfor-
mance is not good enough. It is easy to cause gradient disappearance or gradient explosion,
and compared with the convolution model, it has no advantage in the final recognition rate.

Therefore, compared with traditional machine learning methods, deep learning per-
forms well in processing large-scale and high-dimensional data, and deep learning can
automatically learn and extract features, but there are still problems such as limited feature
learning ability and gradient disappearance, so further optimization is needed.

In summary, traditional machine learning methods cannot extract features very accu-
rately in the field of industrial Internet intrusion detection. Therefore, for the industrial
Internet with large network traffic, its detection accuracy is usually low. This paper pro-
poses an industrial Internet intrusion detection model based on 1D CNN with residual
structure and a simple recurrent unit algorithm to solve this problem using 1D CNN to
extract features and improve the accuracy of data classification. The residual structure
can make the model deeper and more powerful, which helps to improve the accuracy
of intrusion detection. It also can improve the generalization ability of the model, avoid
the problem of gradient disappearance through skip connection, and reduce overfitting.
Compared with the traditional LSTM model, the SRU model has faster training and lower
memory consumption, and can train a model with high accuracy faster.

Combined with the Mississippi natural gas pipeline dataset for experiments, it can be
found that the proposed convolutional neural network and simple recurrent unit model
combined with residual structure are more efficient than other algorithms in intrusion detec-
tion. While improving the detection accuracy, it also takes into account the stability of the
model. After many experiments, it is proved that the improved model has better detection.

3. Proposed Method

This paper proposes an industrial Internet intrusion detection model based on Res-
CNN-SRU. A deep neural network hybrid model is constructed by fusing 1D CNN and
a simple recurrent unit network. One-dimensional CNN combines the direct connection
structure of the residual network. The direct connection of the residual structure can
avoid the disappearance of the depth gradient. The SRU will further screen the data
after convolution extraction and mine the timing information. Specifically, the intrusion
detection process is regarded as a classification problem, and the traffic characteristics in
the network are classified to determine whether there is an attack in the network.

3.1. Intrusion Detection Model Based on Res-CNN-SRU

The method consists of three parts: one-dimensional convolutional neural network,
residual connection, and simple recurrent unit.

3.1.1. One-Dimensional Convolutional Neural Network

A convolutional neural network (CNN) is a kind of feedforward neural network with
convolution calculation and deep structure [24]. Among them, 1D CNN is often used in
the field of natural language processing [25], while 2D CNN and 3D CNN are often used in
image recognition [26], Mandarin speech recognition [27], face recognition [28] and other
fields. The traditional neural network uses matrix multiplication to establish the connection
by using the input data and the neural network parameter matrix. Each input unit interacts
with the output unit through the parameters in the parameter matrix. However, CNN



Electronics 2023, 12, 3267

50f17

reduces the number of network model parameters by local connection and weight sharing,
which not only reduces the computational complexity of the model but also makes the
network easy to optimize [29].

The 1D CNN is a convolutional neural network that uses one-dimensional convolution
to extract features from one-dimensional time series, which can ensure that local features
are extracted without losing time series features [30].

Convolutional neural networks usually comprise three layers:

1.  Convolution layer. In order to achieve the effect of feature extraction, the input
features are scanned by the convolution kernel, subjected to matrix operations in the
“receptive field,” and superimposed with deviations [31].

2. Pooling layer. The pooling layer has a variety of different forms of nonlinear pooling
functions. It divides the input image into several rectangular regions and outputs the
maximum value for each subregion. The pooling layer will continuously reduce the
space size of the data, so the number of parameters and the amount of calculation will
also decrease, which also controls the overfitting to a certain extent.

3. Fully connected layer. The extracted features are nonlinearly combined and output to
other fully connected layers. The convolution layer and pooling layer can achieve the
purpose of automatically extracting local features of data, while the fully connected
layer can achieve feature learning.

The one-dimensional convolution formula is shown in Equation (1).
ZM = 2™ e w™ T d =) 0 (20 (s0 Hx)wit T (x)] +d 1)
The maximum pooling formula is shown in Equation (2).

AL = F" 2
() L SjW{ (1)} @

In the formula, Z™ is the value of the convolution input of the m layer, Z"*! is the
value of the convolution output of the m + 1 layer, d is the value of the deviation, w,’(’”rl is
the value of the weight of the corresponding node of the m + 1 layer, f is the value of the
convolution kernel size of the convolution layer, sy is the value of convolution step size of
the convolution layer, Fil (t) is the value of the t neuron in the 7 feature of the m layer, W is

the value of the pooled area, A;.”H is the value of the output of the m + 1 layer neuron.

3.1.2. Residual Connection

It is found that with the deepening of the number of the network layer, not only will
the gradient disappearance problem occur but also the network degradation will lead to
the occurrence of overfitting. Residual connection can effectively solve the above problems.
The idea of residual connection is derived from the gating idea of LSTM, which expresses
the output as a linear superposition of a nonlinear transformation of input and input [32,33],
as shown in Figure 1.

The traditional neural network layer can be expressed as y = F(x), where F() is the
mapping function of the network layer. Suppose there is a residual block whose input is
x and output is H(x). In the residual network, we hope to learn the residual F(x) through
the residual connection so that the output can be expressed as y = H(x) + F(x). Through
the residual connection, we can optimize the network by learning the residual F(x). If
the network can successfully learn the identity mapping, that is, f(x) = H(x), then the
residual F(x) is close to zero and the output of the network is close to the input. In this
way, the network can gradually optimize the performance of the model by adjusting the
residual part.
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Figure 1. Residual block.

The output formula of the residual block is shown in Equation (3).
Xm+1 = Xm + F(Xml, Wm) 3)

In the formula, x,,41 is the output of the m + 1 layer, x,, is the input of the layer m, f(x;,,
wWy) is the residual of layer m.

In summary, residual connection is a design that introduces skip connections. It
allows the input of the previous layer to be added directly to the output of the subsequent
layer, making it easier for the network to learn the residual part, thereby improving the
performance and training effect of the network. Through residual connections, information
can flow more freely in the network, and gradient signals can also spread more easily.
The introduction of this structure makes it possible to train deeper networks, improve the
performance of the model, and solve the problem of gradient disappearance and gradient
explosion in deep neural networks.

3.1.3. Simple Recurrent Unit

Many advances in the field of deep learning come from enhanced modeling capabil-
ities and related computing capabilities, which usually involve deeper neural networks.
While the deep neural network brings significant improvements, it also has certain draw-
backs, that is, it requires a lot of training time. Simplified recurrent unit is a sequence
modeling method for processing time series data, such as text and voice data. It is a model
similar to recurrent neural network, but it has a simpler structure and more efficient cal-
culation. Traditional RNN has some problems, such as difficulty in capturing long-term
dependencies, low computational efficiency, and difficulty in parallel computing. The SRU
structure is simple and contains only two key operations: reset gate and update gate. Most
importantly, SRU has parallel computing capabilities. When calculating each time step,
the traditional RNN needs to rely on the results of the previous time step, which makes it
difficult to perform parallel computing. SRU does not have this limitation, and can process
the entire input sequence in parallel, thus speeding up the training. The structure of SRU is
shown in Figure 2.
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a

Figure 2. Structure diagram of SRU.

The SRU model is roughly divided into two parts: the light recurrence component and
the highway network component. The light recurrence section computes the sequence of
states ct while reading the input vectors x; one at a time in order to collect sequential data.
The input x; and the state c; generated by the light recurrence are adaptively combined
using the reset gate ;. The skip connection technique is used to calculate the hidden state
ht of the highway network unit.

The light recurrence component is mainly manifested in the following two ways. First,
in order to reduce the degree of recursion, its two gating units, the forgetting gate and
the reset gate, no longer depend on the hidden state /1; _; at the previous moment, but
depend on the intermediate state c;_ at the previous moment; second, in order to reduce
the amount of calculation, the Hadamard product is used instead of the matrix product.
The specific implementation process is as follows.

First, the input x; is linearly transformed, as shown in Equation (4).

Xt = Wx¢ 4)

The forget gate of SRU is a vector that controls forgetting based on current information
and past information. It obtains sequence information by reading the input vector x; in
order and calculates the state vector C;. The calculation as shown in Equation (5).

fe = o(Wexe + v © Ci—1 + by) (5)

In the formula, © represents the element-by-element multiplication, o represents the
sigmoid function, by represents the offset term, and the intermediate state C; synthesizes
the information of the past state and the information of the current input. How much
past information is retained depends on the calculated forgetting gate f;, as shown in
Equation (6).

CG=f0C 1+(1—f)oOx 6)

The highway network unit directly incorporates the input x; into the calculation,
which is equivalent to a crossover of the input in the residual network, as shown in
Equations (7) and (8).

Iy = 0‘(‘ert +vr ©Ciq +by) ()

he =1 ©g(Ce)+ (1—11) O xt ®)
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Here, b, represents the offset term, and (1 — r;)®x; is a skip connection, which can
optimize the gradient propagation. When the network depth increases, the gradient will
not disappear because the propagation distance is too far.

In the above formula, although the dependence of the previous moment is removed,
there is still a certain bottleneck, that is, the operation of three matrix multiplications, which
provides a deeper optimization strategy matrix multiplication. Batch processing can be
performed at all time steps, which can significantly improve the intensity of calculation
and improve the utilization of GPU. In the above formula, matrix multiplication can be
combined into one, and subsequent processing can be found according to the index, as
shown in Equation (9).

w
ut = Wi | [x1, X2, -2n] )
Wr

Among them, U € R"™*3D s the calculated matrix, d is the hidden state size, and 7 is
the sequence length of the input data.

3.2. Detection Model

LSTM and GRU can suppress gradient disappearance and gradient explosion to a
certain extent when capturing long-distance related information, and their effects are
better than traditional SimpleRNN. However, as variants of SimpleRNN, they have the
disadvantage of the RNN structure itself, that is, parallel computing cannot be performed.
SRU can realize parallel computing of hidden layer dimension, with less calculation,
fewer parameters and fast training. In industrial Internet intrusion detection, CNN can
locally perceive network traffic data through convolution operation and capture local
features and signs of attack in the data so as to realize sensitive detection of intrusion
behavior. In addition, CNN can adaptively learn and optimize network weights through the
backpropagation algorithm in the training process, thereby improving the generalization
ability of the model and the ability to detect unknown attacks. However, as the number
of layers of the model network becomes deeper and deeper, the problem of gradient
disappearance will inevitably become more obvious, which will consume a lot of computing
resources. Thus, we introduce the residual connection. The residual connection allows
information to be transmitted across layers in the network, avoiding the problem of gradient
disappearance and gradient explosion. This direct connection method can maintain the
information integrity of the input data and enable the network to learn and model complex
intrusion behaviors more deeply.

The detection model based on Res-CNN-SRU intrusion constructed in this paper is
shown in Figure 3. The process is as follows.

I
I SRU
. } model Dense Output
: L [sxu| — @ — @
Weight | . ! 4 4
Layer ‘ PN PN
i ! ( ) ( )
— s} — @ — @
/ Softmax } . .
0000 - 0000] —|sru| — @ — @
| I
! Weight I AN AN
! Layer W }4' O Y
! ) =N ““ } .
Wl = / AN I
(06000000 T |
| Y I Softmax | A A
(000000 --000 1 | SRU i Ak 4
i I
' I
I
I

Figure 3. Intrusion detection model based on Res-CNN-SRU.
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1. Firstly, the original gas pipeline traffic is preprocessed, and the preprocessed data are
input into the convolution layer.

2. Feature extraction. In the 1D residual block, the input has two paths. In the first
path, the data are first extracted by the convolutional layer, and then the features are
convoluted to summarize the output. Within the residual structure, feature reuse is
completed through weight sharing. The second path is where the data are directly
output after shortcut processing, and the final output is the sum of two parts. The
obtained results are then passed through 1 BN layer, Conv1D layer and maximum
pooling layer, and finally the extracted features are obtained. Finally, we use the
output vector as the input of the SRU to predict the subsequent features.

3.  First, a time series is generated for the input data so that the input data become
sequence data with a time step. After the time series traffic is generated, we set the
learning rate attenuation to control the learning rate in segments, in order to achieve
more efficient learning at different stages and train the neural network. We use small
batches of random gradient descent for training. The output obtained by the SRU is
passed through the fully connected layer. In order to prevent overfitting, a dropout
layer is added. Finally, the classification is performed through the softmax layer.

Dropout function is set after the pooling layer, and some neuron nodes are randomly
discarded during the training process, with a probability of 0.2. The mechanism of ran-
domly discarding some neurons is equivalent to training different neural networks in each
iteration, which can effectively suppress the occurrence of overfitting. The vector operation
of the dropout function is expressed in Equation (10).

dropout(xj-,) = x}l om (10)
where xi]- is the value of the input vector, m is the value of the random mask vector, and o
represents the product of elements, that is, the multiplication of the same elements. When
the corresponding position element of the mask matrix or vector is 1, the input element is
retained. When the corresponding position element is 0, the input element is discarded.
The classification stage uses the features learned by the model based on Res-CNN-SRU
to mark the input instance. At this stage, a fully connected output layer maps the learned
features to the output class. The output of this stage is controlled by the softmax function,
as shown in Equation (11).
y(x) = softmax(¢) (11)

where ¢ is the output of the dropout layer.

4. Experiment

In this section, we first introduce the dataset used in the experiment, then describe the
implementation and evaluation indicators of data preprocessing and carry out multiple
comparative tests by constantly adjusting parameters.

4.1. Experimental Dataset

In 2014, Mississippi State University published a set of industrial control system in-
trusion detection standard datasets from the network layer data of a natural gas pipeline
control system [34]. Compared with the KDD CUP99 dataset, the data collected in Missis-
sippi are the data collected in the industrial network, which have higher dimensions and
more types of attacks. The attack types of the dataset are shown in Table 1.

4.2. Data Preprocessing

Data preprocessing plays an important role in the experiment and testing of the
industrial Internet intrusion detection model, which affects the performance and detection
accuracy of the intrusion detection model. The data preprocessing in this paper is mainly
divided into three steps: low-variance filter, normalization, and one-hot encoding.
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Table 1. Description of datasets.

Attack Type Description Label Number
Normal Normal data 0 61,156
NMRI Naive malicious response injection attack 1 2763
CMRI Complex malicious response injection attack 2 15,466
MSCI Malicious state command injection attack 3 782
MPCI Malicious parameter command injection attack 4 7637
MFCI Malicious function command injection attack 5 573
DOS Denial-of-service attack 6 1837
Recon Reconnaissance attack 7 6805

4.2.1. Low-Variance Filter

Our dataset is complex and variable, with many eigenvalues, but not every eigenvalue
is well distinguished, that is, it has a very low variance. Such eigenvalues have no analytical
value, so we choose to remove them directly. For example, if a feature of a column accounts
for 95% of the instance value of all input samples, it can be considered not very useful. If
100% is 1, then this feature is meaningless. This paper chooses to remove the nine feature
columns with the smallest variance, and finally obtains a dataset with 17-dimensional
effective eigenvalues.

4.2.2. Normalization

The gas pipeline dataset has high-dimensional features, and the maximum and mini-
mum intervals of these features are large. We set the data eigenvalues in a small specific
interval. We use min—max normalization to map the features to the range [0, 1]. The
normalization formula is as shown in Equation (12).

¥ = Xq — min (xp)

P max(x,) — min(x) (12)

4.2.3. One-Hot Encoding

The classifier cannot directly process the disordered discrete features of the natural gas
pipeline dataset. We use one-hot coding to establish a mapping table for discrete feature
data to make them ordered and continuous. The dataset has eight classification results.
They can be encoded as (1,0,0,0,0,0,0,0), (0,1,0,0,0,0,0,0), (0,0,1,0,0,0,0,0), (0,0,0,1,0,0,0,0),
(0,0,0,0,1,0,0,0), (0,0,0,0,0,0,0,1,0,0), (0,0,0,0,0,0,0,0,1,0), (0,0,0,0,0,0,0,0,0,0,0,1), as shown in
Equation (13).
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4.3. Benchmarking Metrics

Accuracy, precision, recall and F1 are used as key performance indicators to evaluate
the proposed method. The calculation methods of these four indicators are as shown in
Equations (14)—(17).

TN+TP
A = 14
Y = TP FP+ TN+ TP (14)
TP
Precision = (15)

TP+ FP
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TP

Recall = IN TP (16)
2TP

Fl= ———M—M —— 17

2TP+ FP + FN (17)

Among them, TP represents the abnormal flow instance of correct classification, TN
represents the normal flow instance of correct classification, FP is the normal flow instance of
wrong classification, and FN represents the abnormal flow instance of wrong classification.

4.4. Performance Comparison

The performance of the proposed algorithm is evaluated and analyzed, mainly involv-
ing detection time, detection accuracy and loss.

4.4.1. Experimental Parameter Settings

This method is compared with three traditional machine learning methods (SVM, naive
Bayes and REPtree) and three deep learning methods based on RNN. The experiment is
carried out on a workstation with Intel Core i7-9700H CPU, NVIDIA GeForce GTX745 GPU,
32GB RAM and Windows 10 64-bit operating system. We use the 2.3.1 version of the Keras
package to implement our model. Experiments are carried out under the same hardware,
software environment and algorithm parameters. The ratio of the training set to the test set
is 8:2. We conducted four experiments under different dataset partitions with an average
accuracy of 98.7%, similar to the results described in the paper. The specific parameters of
the simulation platform are shown in Table 2.

Table 2. Experimental parameters.

Parameter Name Description Value
depth Hidden layer size 4
optimizer Gradient descent algorithm RMSprop
activation Activation function softmax
epochs Iteration size 100
batch_size Samples per epoch 100
unit Hidden unit size 128
dropout Random deactivation rate 0.2

4.4.2. Hyperparameter Optimization

In this paper, we use the hyperparameter optimization of grid search to obtain the
best performance. This method can evaluate each possible permutation of the selected
hyperparameters. This paper focuses on the selection of activation function, optimizer and
batch size.

Activation function is an important part of neural network design that directly affects
the performance of neural network. Each activation function has different effects on the
overall performance and convergence of the neural network, so the choice of activation
function is very important. In this paper, we choose three most commonly used activation
functions for experiments, namely, rectified linear unit (ReLU), softmax, and hyperbolic
tangent (Tanh).

One cycle of learning and adjusting the network weights is called an epoch, and the
number of samples used in another iteration becomes the batch size. Different batch sizes
affect the convergence speed and convergence effect of this model. In this paper, we choose
10 and 100 as the batch size for hyperparameter search.

In the training process, the choice of the optimizer also affects the best solution to
the model parameters. A suitable optimizer can make the model fall into overfitting and
achieve global optimization. In this paper, we choose three optimizers, such as Adam, SGD,
and RMSprop, to conduct experiments.



Electronics 2023, 12, 3267

12 of 17

Table 3 shows the performance of each hyperparameter combination. By adjusting the
hyperparameters, the model with the highest accuracy of 98.79% is obtained. The activation
function to achieve the optimal result is softmax, the optimization method is RMSprop,
and the batch size is 100.

Table 3. The effect of different hyperparameters on model accuracy.

Activation Optimizer Batch_Size Accuracy (%) Precision (%) Recall (%) F1 (%)
ReLU Adam 10 98.5 94.06 94.01 94.05
ReLU Adam 100 96.51 79.67 7741 78.44
ReLU SGD 10 90.71 62.26 62.2 62.26
ReLU SGD 100 78.43 31.58 63.15 42.1
ReLU RMSprop 10 97.78 88.04 86.91 87.42
ReLU RMSprop 100 96.26 95.38 95.49 95.42

softmax Adam 10 98.54 94.35 94.07 94.21
softmax Adam 100 98.55 94.25 94.23 94.24
softmax SGD 10 94.54 78.48 78.09 78.26
softmax SGD 100 90.71 62.27 62.31 62.26
softmax RMSprop 10 98.55 94.26 94.27 94.26
softmax RMSprop 100 98.79 95.34 95.04 95.19
Tanh Adam 10 98.66 94.72 94.70 94.73
Tanh Adam 100 98.35 93.77 93.08 93.41
Tanh SGD 10 87.51 60.15 60.22 60.19
Tanh SGD 100 90.71 62.26 62.31 62.27
Tanh RMSprop 10 98.42 93.09 92.63 92.83
Tanh RMSprop 100 98.63 95.15 93.84 94.46

4.4.3. Comparison of Methods

Table 4 shows the performance comparison of our method with the other six methods,
including three classical machine learning methods and three deep learning methods based
on RNN. The results show that compared with the other methods, the intrusion detection
method based on Res-CNN-SRU has the highest accuracy, precision, recall rate and F1 on
the gas pipeline dataset, and the training time is the shortest. This means that our proposed
method achieves the best intrusion detection results on the gas pipeline dataset.

Table 4. Comparison with other methods.

Paper Method Acft/‘:)“y Pre(f,}os)“’“ Recall (%)  F1(%) g?::g
[10] SVM 925 78.2 93.6 85.2 -
[11] Naive Bayes 71.94 70.6 71.9 71.24 ;
[12] Decision Tree 84.9 86.1 84.9 87 -
[18] RNN 94.95 78.89 78.17 77.98 ;
[19] BLSTM 97.36 89.59 89.36 90.1 102
[20] CNN-GRU 94.69 78.94 78.92 75.45 107

Ours 98.79 95.34 95.04 95.38 89

Figure 4 shows the comparison of training accuracy and loss between our method and
three RNN-based deep learning methods. All models train 100 epochs. In contrast, our
method converges faster in the training process and can obtain higher accuracy.

Experiments are performed on normal data and various types of attack data, as shown
in Figure 5. The results show that the RNN algorithm has low accuracy for CMRI and DOS
data, the BLSTM algorithm has low accuracy for DOS data, and the CNN-GRU algorithm
has low accuracy for NMRI, CMRI, DOS and Recon data. Compared with other algorithms,
our method has better performance on all kinds of data in the gas pipeline dataset, and the
accuracy of DOS data is significantly higher than other algorithms.
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Figure 4. Training accuracy and loss.
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Figure 5. Accuracy of normal data and various types of attack data.

The output vector based on 1D CNN with residual connection is put into a time-
varying model based on RNNSs. These four models are SimpleRNN, LSTM, GRU and SRU.
We use the softmax activation function and RMSprop optimizer.

In Figure 6, SRU has the highest accuracy of the methods. In Figure 7, the training
time of SRU is significantly shorter than that of LSTM and GRU. SimpleRNN has the least
training time because of its simplest internal structure. However, SimpleRNN is prone to
gradient disappearance and gradient explosion. It can be seen from the above results that
the accuracy of SRU is the highest among the models, and the training time is shorter than
LSTM and GRU.

We conducted a model ablation study to verify the effect of our model. Specifically,
verification improvements come from each component. Each component is removed from
the Res-CNN-5RU-based model in turn and compared with the complete model based on
Res-CNN-SRU.

The results of the ablation study are shown in Figure 8. This proves that whatever
components are removed from the model, the final accuracy, precision recall and F1 will
decline. Among them, the accuracy of the model based on Res-CNN-SRU is 0.9879, the
precision is 0.9534, the recall is 0.9504, and the F1 is 0.9519. If there is no CNN, the accuracy
rate is obviously lagging behind and becomes the worst result. After deleting the SRU or
residual connection part, all performance indicators also decreased. This shows that the
use of CNN can effectively and automatically extract the features of industrial Internet
network traffic and improve the accuracy of intrusion detection.
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5. Conclusions

Aiming at the problems of large industrial network traffic and difficult processing of
features, this paper proposes an industrial Internet intrusion detection method based on
Res-CNN-SRU. Our main contribution is to introduce a deep feature extraction method
that combines spatial and temporal dimensions. Firstly, we propose a 1D CNN for spatial
feature extraction of high-dimensional network traffic, which can extract local features
without losing temporal features. At the same time, residual connection can not only
alleviate the problem of gradient disappearance but also improve the convergence speed
of the network. Then, a parallel computing SRU anomaly traffic detection algorithm is
proposed. Compared with the traditional LSTM model, the SRU model has the advantages
of efficient calculation, fast training, strong sequence modeling ability and low memory
usage, and can train a model with high accuracy faster. Finally, using the gas pipeline
dataset, the performance test and ablation experiment of the proposed intrusion detection
model are carried out. The experimental results show that the accuracy of this method
on the Mississippi natural gas pipeline dataset can reach 0.9879, the precision is 0.9534,
the recall is 0.9504, and the F1 is 0.9519, giving higher accuracy and calculation efficiency
than the existing method. This proves the performance advantages and effectiveness of
our method on the gas pipeline dataset. In real life, the application of industrial Internet
intrusion detection can detect and respond to intrusion events in time to reduce potential
risks and losses. Early detection and response can prevent attackers from causing more
damage to industrial systems and reduce downtime and production disruptions.

However, with the rapid development of the Internet, network intrusion behaviors
are ever-changing, and many new attacks have emerged. Due to the lack of sufficient
sample data to train machine learning models or detect the characteristics of new attacks,
the encryption of network traffic and privacy protection measures may limit the visibility
of intrusion detection systems to attack activities. The detection effect of this system against
unknown attacks is not ideal. The detection of unknown type attacks is a complex and
challenging problem. In the future, we will adopt a combination of supervised learning
and unsupervised learning. For the attacks that cannot be identified by the classification
model, unsupervised learning will be adopted to perform cluster analysis so as to enhance
the detection ability of the intrusion detection system to unknown-type attacks.
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