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Abstract: The low investment cost is one of the core competitiveness advantages of pneumatic power
systems. With increasingly pressing intelligent manufacturing, it is meaningful to investigate the
feasibility of implementing fault diagnoses of pneumatic systems with a minimal number of low-cost
sensors. In this study, a typical pneumatic circuit with two parallel-installed cylinders is taken as
an example. The pressure, flow rate, and exergy data collected from upstream sensors are used
for diagnosing the leakage faults in two downstream cylinders with the help of different machine
learning methods. The features of data are extracted with stacked auto-encoders. Gaussian process
classifier, support vector machine, and k-nearest neighbor are used for classifying faults. The results
show that it is feasible to detect and diagnose downstream multi-faults with one or two upstream
sensors. In terms of the working conditions presented in this study, the average accuracy of diagnosis
with exergy data is the highest, followed by flow-rate data and pressure data. The support vector
machine performs the best among the three machine learning methods.

Keywords: pneumatics; fault diagnosis; exergy; machine learning; compressed air; support
vector machine

1. Introduction

Thanks to the metrics of simple structure, low initial investment cost, high reliability,
environmental friendliness, long lifespan, etc., pneumatic systems are widely used in man-
ufacturing systems [1,2]. Compared with the electrical, hydraulic, and mechanical power
transmission systems, the pneumatic system lags in terms of fault diagnosis and energy
efficiency. Intelligent manufacturing and green manufacturing are pushing more pressure
on pneumatic power technologies. Although many attempts and investigations have been
conducted in terms of fault detection and diagnosis in pneumatic systems and components,
there is still a significant lack of feasibility in workshops when comprehensively considering
the simplicity, economy, and accuracy.

In general, fault diagnosis methods of pneumatic systems can be categorized as
experience-based, model-based, and data-based methods.

The traditional and most widely used method of fault diagnosis in pneumatic systems
is the experience-based method. The experienced-based method is simple and easy to
implement; nevertheless, the accuracy and efficiency of diagnoses are highly dependent
on the experience of maintainers. Generally, the accuracy and efficiency of the experience-
based method are very low. The experience-based fault diagnosis method in pneumatic
systems was widely investigated a few decades ago. In the last two decades, the fault
tree method and expert system were developed and expanded. Luo [3] used the fault tree
analysis method to analyze the mechanism of pneumatic system faults for fault diagnosis.
Wang et al. [4] studied the characteristics of faults in pneumatic product lines and proposed
a fuzzy neural network fault diagnosis expert system. Guo et al. [5] proposed a design
method for a knowledge-based diagnosis system, which added intelligent diagnosis and
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compensation functions to the real-time expert system for fault diagnosis in pneumatic
systems. It was found that good diagnosis results can be obtained by combining the expert
system with the neural network. Zhang et al. [6] proposed a fault diagnosis approach
for pneumatic control valves based on a modified expert system by combining a particle
swarm optimization (PSO) algorithm with expert rules. Actually, the effectiveness of the
expert system is quite limited because it is difficult to acquire and represent the experience
and knowledge of experts. Overall, the experience-based method is no longer fit for the
modern market’s requirements for efficient, fast, and low-cost production systems [7].

The premise of model-based fault diagnosis is to understand and utilize the relevant
mathematical model to accurately describe the physical processes that affect the health
status of the relevant components in systems [8]. One of the most important advantages
of the model-based method is that it can model the random processes of the equipment’s
running state and can also be used to evaluate the current equipment state, estimate the
remaining life of the equipment, and even achieve real-time prediction [9]. Theoretically,
once the precise and reliable mathematical model is established, the model-based method
should provide higher accuracy than other methods. However, it is generally too difficult
to establish such an accurate and reliable mathematical model, especially for pneumatic
systems with significant nonlinearity and coupling effects [10]. Generally, a large amount
of historical data and experiments are required to determine the model’s parameters that
would change with changing working conditions. It is also a time-consuming and labo-
rious process. In many cases, it is challenging to determine which prediction models are
suitable for matching the historical faults identified through the collection and processing
of different information using prior experiential knowledge [6]. This is especially true
when considering the interaction, nonlinearity, randomness, and degradation. As a result,
the accuracy of fault diagnosis with the rough model drops sharply. Establishing a precise
mathematical model for a complex physical system in some actual states is difficult and
impossible. Therefore, its application is limited and constrained, especially under variable
working conditions and flexible production conditions. The strong coupling of compressed
air pressure, flow rate, and temperature also makes model-based fault diagnosis for pneu-
matic systems more challenging [11].

In recent years, machine learning technology has been widely and successfully ex-
plored in many fields. Yin et al. [12] constructed a transformer fault diagnosis system
using a Gaussian process classifier. Qi et al. [13] presented a fault diagnosis system for
reciprocating compressors in the petroleum industry using big data and machine learning
techniques. Experimental results indicated that the system could identify most potential
faults with an accuracy rate exceeding 80%. Moosavian et al. [14] proposed a novel fault
diagnosis scheme for the main journal bearing of an internal combustion engine based
on power spectral density (PSD), k-nearest neighbor (KNN), and artificial neural network
s(ANNs). Results demonstrated that reliable diagnoses of various faults could be achieved.
Liu et al. [15] introduced a fault diagnosis method for rolling bearings that combines con-
volutional neural networks and transformers. The proposed method showed superior
diagnostic performance in scenarios with limited data, intense noise, and varying operat-
ing conditions. Bai et al. [16] proposed an SSAE-SVM-based fault diagnosis method that
enabled effective fault diagnosis of diesel engines in complex environments. Thus, machine
learning could also provide a new and feasible way for the fault diagnosis of pneumatic
systems. Many studies have been conducted in this field [17]. For example, Feng and
Yang [18] proposed a fault diagnosis method for pneumatic actuators based on adaptive
multi-kernel multi-classification relevance vector machines. With the DABLib software, a
simulation model for pneumatic valve faults was established and data from various faults
were simulated. Through machine learning technology, 18 types of faults were identified,
and the recognition rate exceeded 95%. LEU et al. [19] proposed a fault diagnosis method
for pneumatic circuits based on bidirectional LSTM. The method effectively diagnosed
faults in the pneumatic circuit, achieving a fault diagnosis accuracy rate exceeding 95%. The
data were obtained through simulation and were stable and of high quality. However, such
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high-quality, stable data usually do not exist in actual systems. Some signal acquisition is
either unavailable or difficult to achieve in existing systems due to various operational and
cost-related reasons. To conduct maintenance activities based on the state of the pneumatic
actuator, Kovacs and Ko [20] proposed developing a signal processing method to monitor
the machine state of the pneumatic actuator in real-time based on the actual data from the
factory. They used the clustering signal to create a set of balanced training data, which was
used to develop a supervised machine learning model. The machine learning technology
analyzed the signal mode of the pneumatic actuator to identify and classify different ma-
chine states that may indicate abnormal behavior. Ertel et al. [21] believed that monitoring
a single pneumatic component was too expensive and impractical, given that pneumatic
production systems were unique and were usually designed for specific tasks. Therefore,
they proposed to recognize and diagnose the pneumatic system’s normal and abnormal
working states using the single classification learning and nearest neighbor algorithm of
machine learning technology. It should be noted that only the flow rate data collected in
the manifold of the pneumatic system were used. They achieved excellent classification
results without error. Demetgul et al. [22] evaluated the fault diagnosis performance of a
combination of eight sensors and an artificial neural network (ANN) on Festo’s teaching
modular production system (MPS). They collected signals from eight sensors in the whole
sequence and encoded 24 features of the data. By calculating the characteristics of the signal,
they identified 11 faults. The results showed that the artificial neural network could be used
to diagnose extremely complex pneumatic systems, but accurately diagnosing more faults
required more sensors, which would mean higher costs. Therefore, they recommended
keeping the number of failure modes below five to obtain a more reliable diagnosis. Li
and Kao [23] used multi-resolution wavelets to decompose various sensor signals (such as
pressure, flow, etc.) and used machine learning technology to diagnose leakage faults of
pneumatic systems.

In general, in pneumatic systems, more types and numbers of sensors are needed for
diagnosing multi-faults of multi-components, thereby significantly increasing the invest-
ment cost. This conflicts with the core competitiveness of pneumatic power technologies:
low investment cost. Thus, it is meaningful to investigate the feasibility of implementing
fault diagnoses of pneumatic systems with a minimal number of low-cost sensors.

Low energy efficiency is another remarkable defect of pneumatic systems. Usually,
leakage accounts for about 10% to 40% of energy loss in pneumatic systems. Moreover,
leakage could also lead to a drop in system pressure, reduce the functions of pneumatic
components, shorten the service life, and further affect product quality [24]. Thus, leakage
can be regarded as one of the most common faults and the main factor of energy waste in
pneumatic systems. Thus, the leakage faults of pneumatic cylinders are investigated.

Pneumatic circuits with parallel-installed cylinders are popular in pneumatic systems.
A complex task is generally completed via sequential operations of several pneumatic
cylinders. The collaborative operations of parallel-installed cylinders could significantly
enhance production efficiency and adapt to diverse work scenarios. They could achieve
precise positioning and attitude adjustment through coordinated motion and synchronized
control, thereby improving motion control accuracy and repeatability. Moreover, parallel
cylinders can perform multiple tasks simultaneously, thereby enhancing work efficiency
and shortening production cycles. Therefore, in this study, the parallel-installed double
cylinders are selected as the objective. Machine learning methods are used to analyze data
collected from a single measurement point upstream of the system to effectively diagnose
multiple faults downstream.

Generally, the pressure signal and flow signal are the most commonly used factors
for fault detection and diagnosis in pneumatic systems and have proven effective in many
cases [25–27]. However, independent pressure signal and flow signal may not always
provide satisfactory diagnostic performance, depending on specific systems and operating
conditions. Therefore, in this study, a fused indicator, exergy, combining the features of
pressure and flow, is selected.
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The stacked auto-encoders (SAE) is used for extracting features from pressure, flow
rate, and exergy signals. The extracted features are then input into machine learning models
such as Gaussian process classifier (GPC), support vector machine (SVM), and k-nearest
neighbor (KNN) to achieve learning, recognition, and classification of leakage faults. The
study focuses on exploring the following three issues.

• Preliminarily prove the feasibility of fault diagnosis in pneumatic systems using a
minimal number of low-cost sensors while ensuring high-precision results. This is
important for achieving the balance between cost and performance.

• Compare the performance of fault diagnosis with flow, pressure, and exergy data and
determine which data perform better.

• Compare three commonly used classifiers, GPC, SVM, and KNN, to determine the
optimal classifier in this scenario.

The structure of this study is organized as follows. Section 2 details the experiment
used in this study, including the experimental system, experimental data acquisition, and
experiment settings. Section 3 introduces the methodology used in this study, including
data preprocessing, machine learning methods, and fault diagnosis process. Section 4
analyzes and discusses the results from different perspectives. Finally, conclusions are
drawn in Section 5.

2. Experiment
2.1. Experimental System

An experimental system is designed to diagnose and locate leakage faults in a circuit
with two parallel-installed pneumatic cylinders, as shown in Figure 1. The main compo-
nents and parameters are listed in Table 1. The extension and retraction of the piston rod
of cylinder #1 and cylinder #2 are controlled by three-position five-way electromagnetic
directional valve #1 and valve #2, respectively. The inlet and outlet of the rod-side of
cylinder #1 and cylinder #2 are equipped with flow control valve #1 and flow control
valve #2 to simulate the external leakage faults. Two sets of experiments were designed to
simulate different working conditions, experiment I and experiment II, as shown in Table 2
and Figure 2. In experiment I, cylinder #1 and cylinder #2 are different types: cylinder #1 is
A-type and cylinder #2 is B-type. The reversing frequency of directional control valves #1
and #2 is 0.25 Hz. In experiment II, cylinder #1 and cylinder #2 are of the same type. The
reversing frequency of directional control valves #1 and #2 is 0.50 Hz.
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Table 1. Main components and parameters of experimental system.

Components Manufacturer Model Number Main Parameters

Variable frequency
compressor

Fusheng Industrial
(Shanghai, China) SA+06A-8F 0.78 m3/min, 9.8

kW/(m3/min), 0.85 MPa

Flow sensor

FESTO
(Jinan, China)

SMC
(Beijing, China)

SFAB-600U-HQ10-2SV-M12
PF2M750S-01-EW-M

6~600 L/min, 0~10 MPa
0.5~50 L/min, 0~0.75 MPa

Pressure sensor SMC
(Beijing, China) ISE40A-C6-R-M −0.1~1.0 MPa

Three-position five-way
directional valve

SMC
(Beijing, China) SY5320-5LZD-01 0.2~0.7 MPa

Pressure-regulating valve SMC
(Beijing, China) IVT1050-211L 0.005~0.9 MPa

Cylinder SMC
(Beijing, China)

MDBB32-200Z
MDBB32-400Z

Φ32 mm, 200 mm
Φ32 mm, 400 mm

Computer Advantech
(Taiwan, China) IPC-610L I5-4200, 4 g, 1 t

Data acquisition equipment Advantech
(Taiwan, China)

PCI-1710U
PCI-10168-2E
PCLD-8710

PCL-10120-2E

16 AI, 12 bit,
2 AO, 12 bit,

16 DI, 5 V/TTL, 16 DO,
5 V/TTL:100 kS/s

Table 2. Two sets of experiments.

Experiment Cylinder #1 Cylinder #2 The Reversing Frequency of Solenoid
Reversing Valves #1 and #2

Experiment I Type A cylinder Type B cylinder 0.25 Hz
Experiment II Type A cylinder Type A cylinder (delay) 0.50 Hz
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Flow sensor #2 and flow sensor #3 measure the leakage range of cylinder #1 and
cylinder #2, respectively. Pressure sensor and flow sensor #1 collect the pressure and flow
data of the single measurement point upstream of the pneumatic circuit. The data can be
collected and controlled directly by the computer. The sampling frequency is set to 100 Hz.
In experiment I and experiment II, a complete signal cycle is defined as four seconds, that
is, 400 data points in a cycle. The pressure-regulating valve is used to adjust the pressure
downstream. In this study, the setting pressure of the pressure-regulating valve is set to
0.35 MPa.

2.2. Exergy of Compressed Air

The pressure signal and flow rate signal are the most widely used factors for diagnos-
ing leakage faults in pneumatic systems. However, due to the significant compressibility
of gas, pressure and flow rate are coupled and intertwined. Pneumatic power transmis-
sion involves transmitting energy through compressed gas, and different transmission
processes exhibit different energy consumption patterns. Thus, understanding the energy
consumption characteristics is essential for clarifying transmission characteristics and fur-
ther diagnosing different faults. In recent years, exergy analysis based on the second law
of thermodynamics has been widely studied and found to be suitable for quantitatively
evaluating the energy of compressed air in pneumatic systems [28]. Additionally, from
the perspective of data fusion, the exergy of compressed air can be regarded as a fusion of
pressure, flow rate, and temperature. Compared with single pressure signals or single flow
rate signals, fusion information of exergy is predicted to be more accurate and reasonable
for monitoring states of pneumatic components and improving the accuracy of pattern
recognition and fault diagnosis. Thus, in this study, pressure data, flow rate data, and
exergy data are all investigated and compared to reveal which is the best.

In industrial pneumatic systems, there is usually no chemical reaction, and the changes
in kinetic energy and potential energy of compressed air generally can be ignored. The
pressure of compressed air is generally below 1 MPa, so compressed air can be regarded as
an ideal gas. In the pneumatic system discussed in this study, the temperature fluctuations
in the environment and the system are negligible. Therefore, the exergy of compressed air
can be simplified and calculated by the following equation

.
Ex =

.
mex =

.
mT0Rgln

p
p0

, (1)

where
.
Ex is the total exergy flow rate (kJ/s),

.
m is the mass flow rate of compressed air (kg/s),

ex is the specific exergy (kJ/kg), T is the temperature (K), Rg is the gas constant (kJ/(kg·K)),
p is the pressure (Pa), and the subscript 0 represents the reference state. Exergy denotes
the maximum useful work that can be obtained when the system and the environment are
balanced. Therefore, it is very important to clearly define the reference environment. In
this study, the reference pressure is set to 101,325 Pa.

2.3. Experiment Settings

Two sets of experiments, experiment I and experiment II, are conducted to simulate
different working conditions. In experiment I and experiment II, nine operating states of
parallel-installed cylinders are simulated. One is the normal working state without any
faults and the other eight states are abnormal working states with different levels of leakage
faults. For each working state, the number of training set samples is 200, the number
of validation set samples is 10, and the number of test set samples is 20. Each sample
contains 400 continuous sampling points. The fault types and characteristics of experiment
I are shown in Table 3, and the dataset information is shown in Table 4. The fault types
and characteristics of experiment II are shown in Table 5, and the dataset information is
shown in Table 6. The simulated leakage refers to the external leakage at the rod side of
the cylinder.
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Table 3. Types and characteristics of faults in experiment I.

Fault Type Fault Level of Cylinder #1 (L/min) Fault Level of Cylinder #2 (L/min)

Normal 0 0
Fault #1 5 0
Fault #2 0 5
Fault #3 15 0
Fault #4 0 15
Fault #5 25 0
Fault #6 0 25
Fault #7 35 0
Fault #8 0 35

Table 4. Dataset information of experiment I.

Fault Type Number of Samples in the
Training Set

Number of Samples in the
Verification Set Number of Samples in the Test Set

Normal 200 10 20
Fault #1 200 10 20
Fault #2 200 10 20
Fault #3 200 10 20
Fault #4 200 10 20
Fault #5 200 10 20
Fault #6 200 10 20
Fault #7 200 10 20
Fault #8 200 10 20

Table 5. Types and characteristics of faults in experiment II.

Fault Type Fault Level of Cylinder 1 (L/min) Fault Level of Cylinder 2 (L/min)

Normal 0 0
Fault #1 5 0
Fault #2 0 5
Fault #3 15 0
Fault #4 0 15
Fault #5 25 0
Fault #6 0 25
Fault #7 35 0
Fault #8 0 35

Table 6. Dataset information of experiment II.

Fault Type Number of Samples in the
Training Set

Number of Samples in the
Verification Set Number of Samples in the Test Set

Normal 200 10 20
Fault #1 200 10 20
Fault #2 200 10 20
Fault #3 200 10 20
Fault #4 200 10 20
Fault #5 200 10 20
Fault #6 200 10 20
Fault #7 200 10 20
Fault #8 200 10 20

3. Methodology
3.1. Data Preparation

Figure 3a,c,e show the intercepted original signals of upstream flow rate, pressure, and
exergy acquired in experiment I. Figure 3b,d,f display the intercepted original signals in
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experiment II. These signals present obvious periodicities which are related to the reversing
frequency of the directional control valve.
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(e) Single-cycle raw exergy data in experiment I. (f) Single-cycle raw exergy data in experiment II.

The noise, missing values, repeated values, and outliers in the originally collected
data challenge the performance of machine learning models. Therefore, data preprocessing
is necessary for the following data analysis and fault diagnosis. High-quality data could



Electronics 2023, 12, 3261 9 of 24

generally lead to higher diagnostic accuracy. Proper preprocessing of the original features
is necessary to apply SAE models and machine learning classification models such as GPC,
SVM, and KNN more effectively in this study. Through data preprocessing, it makes the
learning and processing of the algorithm easier. This improves the accuracy and efficiency
of the subsequent feature extraction process. The data preprocessing process used in this
study is shown in Figure 4.
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Figure 4. Flow chart of the original data preprocessing.

Firstly, low-correlation information such as missing values, outliers, and repeated
values are detected and eliminated from the collected original signals, thereby outputting
high-quality and reliable data. To ensure comparability of characteristics across different
dimensions, each sample is normalized using unit norm scaling in Python. Through
data normalization, the data can be projected onto the [0,1] interval without changing the
distribution of the original data. Normalizing the dataset is more conducive to machine
learning algorithms. Figure 5a,c,e show a single cycle of the upstream flow, pressure, and
exergy of experiment I, and Figure 5b,d,f show a single cycle of the upstream flow, pressure,
and exergy of experiment II.
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Figure 5. A single cycle of upstream flow rate, pressure, and exergy in experiments I and II. (a) A
single cycle of flow rate data in experiment I. (b) A single cycle of flow rate data in experiment II.
(c) A single cycle of pressure data in experiment I. (d) A single cycle of pressure data in experiment II.
(e) A single cycle of exergy data in experiment I. (f) A single cycle of exergy data in experiment II.
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Cycle segmentation is a critical step in preprocessing. As the signal is regular and
periodic, each cycle is selected as a sample for the machine learning process. Each starting
point is identified using Python, and the signal is segmented by setting a moving window.
The segmented signal is then stored in a table for further processing.

3.2. Stacked Auto-Encoders

An auto-encoder (AE) is initially applied as a structurally symmetric neural network
in the image data processing. Its function is to compress input images or signals into an
inexpressible state and then reconstruct the images through an inverse process. Therefore,
AE is commonly used for the dimensionality reduction of high-dimensional signals, com-
pressing input signals into very small dimensions without losing important information
from the original signals. The basic structure of an AE, as shown in Figure 6, consists of
an input layer, a hidden layer, and an output layer. The input layer represents the input
data, the output layer reconstructs the input data, and the hidden layer represents the most
representative features extracted by the AE. With these features, an AE can reconstruct the
original signals and output them via the output layer. The process of feature extraction
is referred to as encoding, while the reconstruction process is referred to as decoding.
Therefore, when using an AE as a tool for feature extraction, the effectiveness of the encoder
in extracting features can be demonstrated by comparing the reconstructed signals with
the original signals [29].
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Suppose the input vector sample set is x = (x1, x2, · · · , xi, · · · , xm). The encoder
network and the decoding network can be expressed as

h = s(Wx + b), (2)
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z = s
(
W′h + b′

)
, (3)

where h is the hidden layer feature, z is the approximate recovery data of the original input,
s is the activation function, W and W′ are the weight matrix of the coding network and
decoding network, respectively, and b and b′ are the bias vectors of the encoding network
and the decoding network, respectively.

The loss function of an AE is commonly defined by mean square error (MSE) as follows

L =
1
k
‖xi − zi‖2, (4)

where k is the dimension of the input vector, and ‖.‖ represents the norm.
Therefore, the total loss function of m samples is

J =
1
m

m

∑
i=1

L(x, z). (5)

A SAE is a series of autoencoders connected step by step [30]. Figure 7 is the structure
diagram of SAE.
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The training process of SAE is shown as follows. Firstly, x is used as the input data of
the first auto-encoder AE1, and the network parameters {W1, b1} and the low-dimensional
feature h1 of the hidden layer are obtained by training. Then, h1 is used as the input data of
the second auto-encoder AE2, and the network parameters {W2, b2} and its low-dimensional
feature h2 of AE2 are obtained by training. This continues until the network parameter
{Wm, bm} and the low-dimensional feature hm of the last auto-encoding AEm are finally
obtained.

3.3. Diagnostic Process

The flow chart for diagnosing the leakage faults in this study is presented in Figure 8.
The detailed steps are explained as follows.

1. The original flow rate, pressure, and exergy data are collected and preprocessed twice
at the upstream single measurement point. The data collected for the first time are
divided into a training set and a verification set, while the data collected for the second
time are treated as the test set.

2. A SAE model is built in Python, and fundamental parameters, such as the number of
hidden layers, iterative parameters, and activation functions, are set.

3. The training set undergoes dimensionality reduction and feature extraction via SAE.
The parameters, including the number of iterations and the choice of activation
function, are adjusted based on the classification results obtained from the validation
set [31–33].

4. The machine learning classification model (GPC, SVM, KNN) is trained using the
training set. Through the validation set results, the parameters of the machine learning
classification models are adjusted to be optimal.

5. The test set is analyzed by the trained SAE model and machine learning classification
models for fault diagnosis. The accuracy, macro-precision, macro-recall, and macro-
F1-score of the test set are evaluated. The training time, prediction time, and storage
space of different classifiers are recorded for comparison.
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3.4. Evaluation Metrics

To compare the performance of the three classifiers (GPC, SVM, and KNN) used in this
study, several evaluation metrics are selected. This study focuses on multi-classification
problems with equal test samples for each class; there is no imbalance issue. Thus, accuracy
can be used as one of the main indicators. It is easy to utilize and can directly reflect the over-
all prediction accuracy of a classifier. Macro-precision, macro-recall, and macro-F1-score
are also introduced for a comprehensive assessment of a classifier’s overall performance.
Moreover, the training time, prediction time, and storage space of classifiers are considered
the computational complexity indicators for evaluating the practical application efficiency
of classifiers. The definitions and principles of these metrics are explained as follows.

Accuracy: Accuracy is the ratio of correctly predicted samples to total samples. It
measures the classification accuracy of the classifier on the entire dataset. Accuracy is one
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of the most commonly used evaluation metrics. However, accuracy may be affected by an
imbalanced dataset.

Precision: Precision is the ratio of true positive samples to those predicted as positive
by the classifier. It measures the accuracy of the classifier in predicting positive samples.
The formula for calculating precision is as follows: precision = (number of true positive
samples)/(number of samples predicted as positive).

Recall: Recall is the ratio of true positive samples to actual positive samples. It mea-
sures the coverage of the classifier for actual positive samples. The formula for calculating
the recall is as follows: recall = (number of true positive samples)/(number of actual
positive samples).

F1-Score: F1-score is the harmonic mean of precision and recall, considering both the ac-
curacy and coverage of the classifier. The formula for F1-score is as follows:
F1-score = 2 × (precision × recall)/(precision + recall).

Macro-precision: Macro-precision measures the average precision of the classifier for
each class, macro-recall measures the average coverage of the classifier for each class, and
macro-F1-score considers the balance between precision and recall.

Training Time: Training time refers to the time required to train the classifier. It
represents the time the classifier needs to learn the model on a given dataset. Training
time is an important metric, especially for large-scale datasets and complex classification
algorithms. A shorter training time means the classifier can learn the model and make
predictions more quickly.

Prediction Time: Prediction time refers to the time required to make classifications and
predictions on new samples. Prediction time is a critical metric, particularly in real-time
applications where fast prediction speed is essential.

Storage Space: Storage space refers to the space required to store the trained classifier
model. It represents the space occupied by the classifier in memory. Storage space is an
important consideration for limited computational resources.

Overall, with these metrics, it is possible to comprehensively evaluate the performance
of the GPC, SVM, and KNN classifiers used in this study. This evaluation provides clear
recommendations for future applications.

4. Results and Discussion
4.1. Analysis of SAE Feature Extraction Results

Effective feature extraction and dimensionality reduction can achieve a compact
representation of data, reduce noise, and further improve the efficiency of learning and clas-
sification. Because the pressure, flow rate, and exergy data of samples are high-dimensional,
the SAE is used for extracting features and reducing dimensions. Thus, it is important to
evaluate the effectiveness of feature extraction.

In this study, the activation functions of Relu and Sigmoid are used. The SAE network
structure is set as [400, 200, 100, 50, 10]. The number of hidden layers is set to four, and
the number of iterations is set to 300. As the SAE belongs to the neural network, the loss
curves of the training dataset and the verification dataset are visually analyzed to evaluate
whether there is overfitting. Figure 9a,c,e show the loss curves of the training dataset
and the validation dataset of flow rate, pressure, and exergy, respectively, in experiment
I. Figure 9b,d,f show the loss curves of the training dataset and the validation dataset of
flow rate, pressure, and exergy, respectively, in experiment II. When the visualization of
the loss function gradually approaches zero, this means that the value of the loss function
gradually decreases, which indicates that the quality of feature extraction is improving.
On the contrary, if the visualization results show obvious fluctuations, it means that the
value of the loss function has a large change, which may imply that the results of feature
extraction are not stable and not good enough.
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Figure 9. SAE loss curves for experiments I and II. (a) Loss curves of training dataset and validation
dataset of flow rate in experiment I. (b) Loss curves of training dataset and validation dataset of
flow rate in experiment II. (c) Loss curves of training dataset and validation dataset of pressure in
experiment I. (d) Loss curves of training dataset and validation dataset of pressure in experiment II.
(e) Loss curves of training dataset and validation dataset of exergy in experiment I. (f) Loss curves of
training dataset and validation dataset of exergy in experiment II.

Figure 10 presents the input original profiles and output reconstructed profiles of the
flow rate, pressure, and exergy signals in experiment I. Figure 11 shows those in experiment
II. It can be seen that the data after dimension reduction via SAE restore the dominating
characteristics of the input data well. This also means that the trained SAE model can
effectively reduce the dimension and reconstruct the original data. It can be seen from
the red circle that when the input data are accurately reconstructed, the dimensionality
reduction data of the hidden layer of the SAE contain enough information to express the key
features of the original data. This means that the low-dimensional representation learned
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by the encoder can retain important information in the original data and can reconstruct a
high-quality output during the decoding process.
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Figure 10. Comparison of original and reconstructed flow rate, pressure, and exergy signals for
experiment I using SAE. (a) Comparison of original and reconstructed flow rate signals for experiment
I. (b) Comparison of original and reconstructed pressure signals for experiment I. (c) Comparison of
original and reconstructed exergy signals for experiment I.
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Figure 11. Comparison of original and reconstructed flow rate, pressure, and exergy signals for ex-
periment II using SAE. (a) Comparison of original and reconstructed flow rate signals for experiment
II. (b) Comparison of original and reconstructed pressure signals for experiment II. (c) Comparison of
original and reconstructed exergy signals for experiment II.

4.2. Comparison of Different Signals

The extracted features via SAE are sent to the machine learning model (GPC, SVM,
and KNN in this study) for learning and classification. The code for the three classifiers is
implemented using Python’s built-in function libraries.
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In the GPC model, the covariance function is equivalent to the kernel function. Firstly,
the initial mean, likelihood, and covariance functions are used to train the data, and
convergence is achieved after 200 iterations. The mean, likelihood, and covariance functions
are automatically updated, and all hyperparameters are obtained. After determining the
hyperparameters, the leakage fault feature vector of the test set is input into the GPC model
to output the probability of each fault, and the fault state corresponding to the maximum
probability is taken as the diagnosis result.

The kernel function of SVM adopts the RBF kernel function, and the penalty factor
and kernel function parameters are set to 10 and 0.1, respectively. The KNN model uses the
number of neighbors for the neighbor’s query by default, and the number of neighbors is
three in this study.

Table 7 shows the accuracies of ten tests of three machine learning algorithms in
experiment I. In experiment I, when the GPC algorithm is used, the average accuracy
of the flow rate signal, pressure signal, and exergy signal is 98.99%, 77.38%, and 100%,
respectively. When the SVM algorithm is used, the average accuracy of the flow rate signal,
pressure signal, and exergy signal is 98.38%, 85.95%, and 100%, respectively. For KNN,
the average accuracy of the flow rate signal, pressure signal, and exergy signal is 98.21%,
66.71%, and 99.83%, respectively. Table 8 shows the corresponding results in experiment
II. In experiment II, for GPC, the average accuracy of the flow rate signal, pressure signal,
and exergy signal is 98.05%, 89.55%, and 99.94%, respectively. For SVM, the corresponding
values could reach 95.15%, 93.50%, and 100%, respectively. For KNN, the corresponding
values are 91.67%, 87.39%, and 92.50%, respectively. Thus, the results indicate that it is
possible to diagnose leakage faults of two parallel-installed pneumatic cylinders with data
collected from a single upstream point. This can be easily expanded to a more complex
system with more parallel-installed pneumatic cylinders.

Table 7. Accuracy of experiment I for ten tests.

Classifiers Signal
Test Result Average

Accuracy1 2 3 4 5 6 7 8 9 10

GPC

Flow rate 97.22% 98.88% 100% 100% 100% 98.88% 98.88% 100% 98.33% 97.77% 98.99%

Pressure 76.66% 88.33% 76.66% 76.11% 76.66% 83.33% 76.66% 77.77% 67.22% 74.44% 77.38%

Exergy 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%

SVM

Flow rate 98.33% 98.88% 100% 100% 100% 100% 99.44% 100% 100% 97.22% 99.38%

Pressure 87.77% 88.88% 86.66% 79.44% 87.77% 86.66% 93.33% 85.55% 85.00% 78.44% 85.95%

Exergy 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%

KNN

Flow rate 96.11% 97.77% 100% 100% 98.33% 96.66% 97.77% 98.33% 99.44% 97.77% 98.21%

Pressure 72.22% 71.11% 71.66% 66.66% 75.00% 70.00% 75.55% 72.77% 68.88% 67.77% 66.71%

Exergy 100% 100% 100% 100% 98.33% 100% 100% 100% 100% 100% 99.83%

Table 8. Accuracy of experiment II for ten tests.

Classifiers Signal
Test Result Average

Accuracy1 2 3 4 5 6 7 8 9 10

GPC

Flow rate 100% 98.88% 99.44% 99.44% 97.77% 90.55% 100% 100% 97.22% 97.22% 98.05%

Pressure 92.77% 82.77% 89.44% 88.88% 88.88% 92.77% 90.00% 90.00% 88.33% 91.66% 89.55%

Exergy 100% 100% 100% 100% 99.44% 100% 100% 100% 100% 100% 99.94%

SVM

Flow rate 97.77% 96.66% 93.88% 91.66% 97.72% 90.55% 97.77% 94.44% 94.44% 96.66% 95.15%

Pressure 97.77% 85.55% 96.11% 96.11% 90.55% 94.44% 93.88% 93.33% 88.33% 98.88% 93.50%

Exergy 100% 100% 100% 100% 100% 100% 100% 100 100% 100% 100%

KNN

Flow rate 92.22% 99.55% 89.44% 88.88% 91.11% 88.88% 90.55% 93.33% 89.44% 93.33% 91.67%

Pressure 84.44% 85.55% 88.33% 88.37% 88.33% 90.00% 88.37% 88.33% 83.33% 88.88% 87.39%

Exergy 90.05% 97.22% 94.44% 96.11% 93.88% 92.77% 92.22% 88.33 90.00% 90.00% 92.50%
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Figures 12 and 13 depict the average accuracy of fault diagnosis for the flow rate,
pressure, and exergy signals with different algorithms in experiments I and II, respectively.
It is more intuitively visible from the figures that the average accuracy based on the exergy
signal is higher than that based on the flow rate signal and significantly higher than that
based on the pressure signal.
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Figure 12. The average accuracy of GPC, SVM, and KNN classifiers in experiment I.
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Figure 13. The average accuracy of GPC, SVM, and KNN classifiers in experiment II.

In experiment I, three different classifiers are used to test the flow, pressure, and signal.
The results indicate that the average accuracy of the three classifiers based on the flow
signal is 98.86%, the average accuracy of the three classifiers based on the pressure signal
is 76.68%, and the average accuracy of the three classifiers based on the exergy signal is



Electronics 2023, 12, 3261 20 of 24

99.94%. Therefore, it can be observed that the exergy signal performs best, followed by
the flow rate signal and the pressure signal. Similarly, in experiment II, the results reveal
that the average accuracy of the three classifiers based on the flow rate signal is 94.95%,
the average accuracy of the three classifiers based on the pressure signal is 90.14%, and the
average accuracy of the three classifiers based on the exergy signal is 97.48%. It is noticeable
that the exergy signal still performs the best. The average accuracy based on the pressure
signal increases evidently. Thus, these results signify that the exergy signal performs better
than the flow rate and pressure signals under different working conditions investigated
in this study. That is, the accuracy based on the exergy signal is the least sensitive to the
working conditions and machine learning algorithms.

Tables 9 and 10 show the macro-precision, macro-recall, and macro-F1-score of differ-
ent machine learning algorithms for different signals in experiment I and experiment II,
respectively. The values in the table are the average values of the three tests.

Table 9. Comparison of macro-precision, macro-recall, and macro-F1-score for different signals in
experiment I.

Classifiers Signal Macro-Precision Macro-Recall Macro-F1-Score

GPC
Flow rate 1 1 1
Pressure 0.847 0.83 0.81
Exergy 1 1 1

SVM
Flow rate 1 1 1
Pressure 0.96 0.96 0.95
Exergy 1 1 1

KNN
Flow rate 0.99 0.99 0.99
Pressure 0.79 0.76 0.74
Exergy 1 1 1

Table 10. Comparison of macro-precision, macro-recall, and macro-F1-score for different signals in
experiment II.

Classifiers Signal Macro-Precision Macro-Recall Macro-F1-Score

GPC
Flow rate 0.99 0.99 0.99
Pressure 0.94 0.90 0.87
Exergy 0.99 0.99 0.99

SVM
Flow rate 0.99 0.99 0.99
Pressure 0.95 0.91 0.89
Exergy 1 1 1

KNN
Flow rate 0.98 0.98 0.98
Pressure 0.81 0.86 0.82
Exergy 0.99 0.99 0.99

In both experiment I and experiment II, the macro-precision, macro-recall, and macro-
F1-score for the flow rate signal and exergy signal are nearly 1 for all algorithms, thereby
indicating high performance. However, the macro-precision, macro-recall, and macro-F1-
score for the pressure signal are lower, which means poorer classification performance
compared to the other signals. In terms of leakage faults, the pressure signal may provide
limited or less distinct feature information. If the patterns or variations related to faults in
the pressure signal cannot be accurately captured during the feature extraction process, the
following classifiers tend to struggle to distinguish between normal and faulty states, thereby
generating an unacceptable performance. In contrast, the flow rate signal and exergy signal
are more suitable for leakage fault detection and diagnosis in pneumatic systems.

Furthermore, the classification performance of the pressure signal is quite different
in the two experiments. In experiment II, the performance of the pressure signal slightly
decreased across all classifiers compared to experiment I. This could be attributed to
variations in operating conditions in experiments or differences in the data, such as changes
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in experimental conditions or alterations in sample distributions. Further research and
analysis are required to determine the specific reasons behind these differences.

4.3. Comparison of Different Machine Learning Algorithms

From Figures 12 and 13, it is clear that the performance of the average accuracy of
the three classifiers is very similar from the perspectives of different signals and different
experiments. In general, SVM presents the highest average accuracy, followed by GPC
and KNN. The average accuracy of KNN is slightly lower than SVM and GPC while it
is still higher than 90% in terms of the flow rate signal and exergy signal. According to
Tables 9 and 10, it is evident that similar trends are presented for three classifiers. The
macro-precision, macro-recall, and macro-F1-score of the three classifiers are all almost
1 when the flow rate signal and exergy signal are investigated. Thus, based on the metrics
of average accuracy, macro-precision, macro-recall, and macro-F1-score, the SVM performs
the best with a slight advantage over GPC.

Tables 11 and 12 show the computational complexity of three classifiers in experiment
I and experiment II, respectively. It is clear that the SVM shows the smallest storage space
requirement, the shortest training time, and the shortest prediction time in both experiments
compared with the KNN and GPC. The GPC presents a significantly larger storage space
requirement, longer training time, and longer prediction time. It should be noted that the
KNN does not have a specific training process as it is a “lazy learning” algorithm. Thus,
there is no specific training time to record for KNN. Although the training time for the
KNN classifier is not provided, it typically has a shorter prediction time. Shorter training
and prediction times indicate higher efficiency for classifiers. Therefore, the SVM and KNN
show acceptable computational complexity.

Table 11. Computational complexity of classifiers in experiment I.

Classifiers Signal Storage Capacity Training Time Prediction Time

GPC
Flow rate 234,476,835 bytes 916.48 s 1.32 s
Pressure 234,476,835 bytes 985.17 s 1.09 s
Exergy 234,476,774 bytes 803.98 s 1.08 s

SVM
Flow rate 51,732 bytes 0.031 s 0.031 s
Pressure 85,656 bytes 0.035 s 0.012 s
Exergy 50,036 bytes 0.034 s 0.0080 s

KNN
Flow rate 251,049 bytes - 0.013 s
Pressure 251,049 bytes - 0.013 s
Exergy 251,049 bytes - 0.014 s

Table 12. Computational complexity of classifiers in experiment II.

Classifiers Signal Storage Capacity Training Time Prediction Time

GPC
Flow rate 234,476,835 bytes 646.31 s 1.46 s
Pressure 234,476,835 bytes 1176.16 s 1.98 s
Exergy 234,476,835 bytes 1103.60 s 3.41 s

SVM
Flow rate 42,192 bytes 0.17 s 0.0090 s
Pressure 44,524 bytes 0.11 s 0.0060 s
Exergy 51,520 bytes 0.11 s 0.0080 s

KNN
Flow rate 251,049 bytes - 0.021 s
Pressure 251,049 bytes - 0.011 s
Exergy 251,049 bytes - 0.036 s

In summary, in this study, the SVM classifier outperforms the KNN and GPC classifiers
when comprehensively considering the evaluation metrics. However, it should also be
noted that the application of this conclusion should be limited. The analyses of average
accuracy and computational complexity are based on the experimental data collected in
experiments instead of practical industrial applications. The performance of classifiers
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in actual systems can be influenced by more complex factors such as dataset size, algo-
rithm complexity, hardware constraints, and specific application requirements. When
selecting classifiers for practical applications, considerations should go beyond storage
space, training time, and prediction time. Other factors such as accuracy, macro-precision,
macro-recall, macro-F1-score, interpretability, adaptability to dynamic environments, and
the availability of sufficient training data should be taken into account. A careful evaluation
of the trade-offs between different classifiers is necessary to determine the most suitable
classifier for specific application needs.

5. Conclusions

In this study, the leakage faults of two parallel-installed pneumatic cylinders are
detected and diagnosed with different signals and different machine learning methods.
This study preliminarily solves the three issues proposed in the Introduction Section. The
conclusions are drawn as follows.

• It is feasible to conduct fault diagnosis in pneumatic systems using a minimal number
of low-cost sensors while ensuring high-precision results. In the context of this study,
both experiments I and II achieve a maximum average fault diagnosis accuracy of 100%.
With the help of machine learning methods, leakage faults were successfully diagnosed
using data collected from a single measurement point upstream of the system.

• The exergy signal outperforms the flow rate signal and pressure signal in terms
of accuracy, macro-precision, macro-recall, and macro-F1-score. Furthermore, the
performance of exergy is insensitive to the operating conditions of the system and
machine learning algorithms. When compared with the conventional flow rate and
pressure signals, the exergy signal exhibited an increase in average accuracy ranging
from 0.62% to 33.12%. Exergy combines the features of pressure and flow rate, thereby
overcoming difficulties in signal selection and ensuring the diagnosis performance of
leakage faults.

• Considering classification performance and computational complexity, the results
of this study indicate that the SVM classifier is more suitable for this scenario. The
SVM classifier requires about 1/4 and 1/5552 of the storage space of the GPC and
KNN classifiers, respectively. The training time of SVM is approximately 1/3797 to
1/29,556 of that of the GPC classifier. Therefore, using the SVM classifier for similar
pneumatic system fault diagnosis is recommended to achieve efficient and accurate
fault diagnosis in terms of the scenario investigated in this study.

The above conclusions are significant for developing a low-cost intelligent fault diag-
nosis system for pneumatics. Although only two parallel-installed pneumatic cylinders are
investigated in this study, the methodology could be applied to more complex pneumatic
systems with more components and faults. This provides a preliminary verification for
exploring and identifying a low-redundancy and low-cost monitoring sensor network in
pneumatic systems.
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