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Abstract: To accomplish the task of detecting and avoiding road signs by mobile robots for au-
tonomous running, in this paper, we propose a method of road sign detection and visual depth
perception based on improved Yolov5 and improved centroid depth value filtering. First, the Yolov5
model has a large number of parameters, a large computational volume, and a large model size,
which is difficult to deploy to the CPU side (industrial control computer) of the robot mobile platform.
To solve this problem, the study proposes a lightweight Yolov5-SC3FB model. Compared with the
original Yolov5n model, the Yolov5-SC3FB model only loses lower detection accuracy, the parameter
volume is reduced to 0.19 M, the computational volume is reduced to 0.5 GFLOPS, and the model
size is only 0.72 MB, making it easy to deploy on mobile robot platforms. Secondly, the obtained
depth value of the center point of the bounding box is 0 due to the influence of noise. To solve this
problem, we proposed an improved filtering method for the depth value of the center point in the
study, and the relative error of its depth measurement is only 2%. Finally, the improved Yolov5-SC3FB
model is fused with the improved filtering method for acquiring centroid depth values and the fused
algorithm is deployed to the mobile robot platform. We verified the effectiveness of this fusion
algorithm for the detection and avoidance of road signs of the robot. Thus, it can enable the mobile
robot to correctly perceive the environment and achieve autonomous running.

Keywords: lightweight Yolov5; visual depth perception; mobile robot

1. Introduction

Mobile robots are an important branch of intelligent robots. The most critical technol-
ogy for mobile robots is an autonomous navigation system, which includes environment
perception, path planning, and motion control. Environment perception of robots refers
to the use of various sensors to obtain information about the surrounding environment,
and the acquired information is analyzed and processed to realize the perception and
understanding of the surrounding environment. Thus, the robot can complete various
tasks intelligently and autonomously. Scholars began to study environmental perception
technologies for mobile robots as early as the 1960s. In the 1960s, the Stanford International
Research Institute developed the Shakey robot [1]. It was the first mobile robot capable of
sensing and reasoning about its surroundings. By being equipped with devices such as
cameras, rangefinders, and collision sensors to sense the environment, it performs path
planning, moving targets and automatic obstacle avoidance in a structured environment.
The Sojourner robot is a first-generation Mars exploration rover, used in NASA’s Mars
Exploration Mission launched in 1996. It senses the environment on the surface of Mars by
carrying various sensors in order to perform a series of exploration and scientific experi-
ments [2]. The Nao robot, developed by the French robotics company Aldebaran Robotics
in 2006, has multiple sensors and actuators to navigate, move and maneuver autonomously
in complex environments. It uses various artificial intelligence technologies, including
neural networks and computer vision, and is oriented towards autonomous and interactive
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social robots [3]. In addition, floor sweeping robots [4], food delivery robots [5], humanoid
robots [6], self-driving cars [7], and autonomous flying drones [8] also belong to mobile
robots. These mobile robots walk, drive, fly, and perform tasks in a given environment
depending on their ability to perceive their surroundings. The important elements of
perception include how to obtain depth information (distance between the camera and the
object) and how to detect the class of objects in the environment. In recent years, LIDAR
(Light Detection and Ranging) or traditional RGB (Red, Green, Blue) binocular cameras
have often been used to obtain depth information (distance). LIDAR is more accurate, but
often expensive [9]. The traditional RGB stereo camera has low hardware requirements,
simple implementation, and low power consumption. However, it can only obtain two-
dimensional images of the object scene in the real world and obtaining depth information
often requires complex calculations [10]. To better obtain depth information, people are
increasingly using depth cameras to capture the depth information of the environment
and then further complete tasks such as environment modeling and object recognition.
There are generally three solutions for obtaining depth information using depth cameras,
which can be roughly divided into the time-of-flight method [11], the binocular stereovision
method [12], and the structured light method [13]. The Intel RealSense depth camera
is the world’s first device that integrates 3D depth and 2D camera modules, giving the
device a vision depth similar to that of the human eye [14]. The Intel RealSense depth
camera combines the characteristics of both structured light camera and pure stereo camera.
Currently, the Intel RealSense depth camera (3D camera) is widely used in robotics due to
its low price, light weight, and small size [15–18].

Traditional target detection algorithms often rely on hand-designed features. However,
hand-designed features are not robust to changes in the diversity of targets, backgrounds,
and lighting conditions, which can affect the accuracy of target detection. The sliding
window-based region selection is not targeted, which affects real-time detection. With
the continuous development of computer hardware, many excellent deep learning-based
target detection models (algorithms) have emerged, including two-stage target detection
models and one-stage target detection models. Typical two-stage detection models include
R-CNN series, such as: R-CNN [19] model, Fast R-CNN [20] model, and Faster R-CNN [21]
model. Typical one-stage detection models include YOLO [22–28] series models and
SSD [29] models. The R-CNN series tends to have a significant advantage in detection
while detection speed is slow. The SSD models tends to have a significant advantage in
the speed of detection, while the accuracy of detection is lower. The Yolov5 model in the
one-stage models balances the speed and accuracy of detection very well. However, the
application of the Yolov5 model to mobile robots is limited by the computing power and
storage space of the mobile platform.

The Yolov5 model is difficult to deploy to the CPU side (IPC: Industrial Personal
Computer) of the robot mobile platform due to its large number of parameters, large
computation and large model size (large model weight file), and low detection speed. In
this paper, we propose a Yolov5-SC3FB model, which is improved based on Yolov5n. The
Yolov5-SC3FB model reduces the number of parameters and computation of the network,
shrinks the model volume, has less detection accuracy loss, and improves the detection
speed in dynamic scenarios. Combined with the experimental scenarios of mobile robots,
this paper selects Intel RealSense D455 camera as the vision sensor for mobile robots to
endow the mobile robot with visual depth perception capability. For the problem that
the center point of the bounding box obtained by Intel RealSense D455 sometimes causes
the measured depth value to be unstable (i.e., the measured depth value is 0) due to the
influence of noise points, in this paper, we improve the method of obtaining the depth
value of the center point by filtering. In addition, the paper integrates the Yolov5-SC3FB
model with the improved filtering method to obtain the depth value of the center point and
simultaneously obtains the category information (turn left, turn right, backward, and stop)
and depth (distance) information of the environmental road signs. Finally, the obtained
category information and depth information are extracted and transformed into control
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commands. This enables the mobile robot to avoid the road signs and achieve autonomous
running according to the instructions of the road signs under the set distance threshold.

2. Materials and Methods
2.1. Construction of the Road Signs Sample Dataset

The sample dataset of road signs constructed in this paper is mainly divided into four
categories: left, right, ban, and stop, as shown in Figure 1.
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we constructed the final dataset of 7012 road sign samples. LabelImg (version: Binary 
v1.8.1) image annotation tool was used to manually label the road sign sample ldataset. 

Figure 1. Sample dataset of road signs.

The road sign sample dataset constructed in this paper is derived from two parts.
One part of the data comes from the video acquisition of road sign samples by an Intel
Realsense D455 camera in a laboratory scene; the other part comes from the Chinese traffic
sign recognition database. The video acquisition of road sign samples was performed
with the Intel Realsense D455 camera under different illumination, different angles, and
different distances, and the resolution of the acquired video was set to 640 × 480. As the
camera continuously acquires road sign samples, it will cause the problems of a single
scene, low quality, and too many repetitions, which will greatly affect the training effect
of the neural network. To avoid the above problems, this paper retains the image data of
road sign samples every 50 frames in the captured video, uses a Python script to delete the
sample data with similarity greater than 0.8, and then manually rejects the samples with no
target or poor quality to obtain 549 road sign sample data points. The 688 road sign sample
images in the Chinese traffic sign recognition database were manually screened.

In order to improve the anti-interference ability of the network, the road sign sample
data were enhanced by adding Gaussian noise and adding pretzel noise. Considering that
in the subsequent robot research, the robots will make the camera move, thus causing the
problem that the acquired road sign data are blurred and difficult to identify, in this paper,
we performed motion blurring processing on the acquired road sign sample data. The
partially enhanced images of the road sign samples are shown in Figure 2.
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In this paper, the road sign sample data were expanded by data augmentation and
we constructed the final dataset of 7012 road sign samples. LabelImg (version: Binary
v1.8.1) image annotation tool was used to manually label the road sign sample ldataset.
The training set, validation set, and test set were randomly divided according to the ratio
of 6:2:2, the training set had 4206 data points, the validation set 1403, and the test set 1403.

2.2. Overall Solution for Mobile Robot Target (Road Sign) Detection and Visual Depth Perception

The overall flowchart of the proposed road sign detection and visual depth perception
scheme is shown in Figure 3. First, a trained and improved Yolov5-SC3FB detection
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model is loaded. Then, the Intel Realsense D455 camera is used for image acquisition
and aligning the acquired color map with the depth map. The aligned color map is fed
into the Yolov5-SC3FB model for detection until a road sign is detected, otherwise the
image is captured all the time. The detection of road signs using the Yolov5-SC3FB model
yields the pixel coordinates of the road sign’s bounding box, the category information,
and the confidence information. The pixel coordinates of the center point of the bounding
box of the road sign are used to calculate the pixel coordinates of the center point of the
bounding box of the road sign, and the depth value of the center point of the bounding box
of the road sign is initially obtained by aligning the pixel coordinates of the center point
with the depth image. Due to the noise effect, the depth value of the acquired road sign
bounding box centroid is filtered and improved, and the depth information of the road sign
is obtained by the improved filtering method of acquiring the depth value of the bounding
box centroid. Finally, the category information and the depth information of the road signs
are obtained simultaneously.
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2.3. Yolov5 Network Model

The network structure of Yolov5 is mainly composed of four parts: Input, Backbone,
Neck, and Head. The basic idea of the Yolov5 network is described below. Firstly, on the
Input side, the road sign image is pre-processed mainly by using Mosaic data enhancement,
image scaling, and adaptive initial anchor frame calculation. Then, the pre-processed road
sign images are subjected to feature extraction by convolutional neural network (Backbone),
and the extracted features are fused by Neck’s feature pyramid structure FPN [30] +
PAN [31]. Finally, the output layer (Head) performs classification and regression based
on the fused image features to obtain the target bounding box and category confidence.
The network structure diagram of Yolov5 and the structure of each module are shown in
Figure 4.
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2.4. Improved Yolov5 Network Model

In this study, we improve the Yolov5n network model and propose a model applicable
to mobile robots for road sign detection in indoor scenarios: Yolov5-SC3FB. The main
improvements are as follows. (1) We adopt the structure of the lightweight network
ShuffleNet V2. Without significantly reducing the detection capability of the model, the
stage2, stage3, and stage4 stacking structure of ShuffleNetV2 are shrunk to reduce the
number of parameters. The shrunken ShuffleNet V2 is also used to reconfigure the backbone
network of Yolov5. (2) In the feature fusion part of Yolov5, the Faster_Block is embedded
into the C3 module of Yolov5 to build the C3Faster module to improve the detection speed
of the model. (3) In the feature fusion part of Yolov5, we adopt the idea of cross-scale
connectivity and use a simplified version of BiFPN, which can fuse feature information
more effectively without introducing too much computation and affecting the detection
speed of the network as little as possible.

2.4.1. Reduction of ShuffleNet V2 and Its Stacking Structure

ShuffleNet V2 [32] uses Channel Shuffle operation for channel rearrangement, cross-
group information exchange, and enhanced feature extraction. Two basic modules of
ShuffleNet are designed according to four lightweight network design guidelines. The two
basic modules of ShuffleNetv2 are shown in Figure 5. In this paper, to simplify the names
of these two basic modules, they are named as SF_B1 and SF_B2 (stride = 2). The number
of input feature channels is divided into two branches in SF_B1 of Figure 5a (the number
of channels in both branches is half of the number of input channels). The left branch is
left unprocessed, while the right branch performs a series of operations such as Conv, BN,
DWConv, etc. Then the number of output channels is made the same as the number of
input channels by Concat operation. Finally, the Channel Shuffle operation is performed to
exchange channel information between different groups. SF_B2 (stride = 2) in Figure 5b
divides the input feature channel number into two branches (the number of channels in
both branches is equal to the number of input channels). Among them, the left and right
branches perform Conv and DWConv operations, and the feature splicing is performed by
Concat. At this time, the number of feature channels is twice the number of input feature
channels and the feature map size is halved (downsampling). These two basic units in
Figure 5 are stacked with convolution and pooling modules to jointly build the ShuffleNet
V2 network structure.
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To minimize the number of parameters in the ShuffleNetV2 model, the stage2, stage3,
and stage4 stacking structures in the ShuffleNetV2 structure are reduced in this paper
without significantly reducing the detection capability of the model. The overall network
structure of the reduced ShuffleNetV2 is shown in Table 1. The modules of the stage2,
stage3, and stage4 stacks and the number of channels are scaled to generate a network of
different complexity than the original ShuffleNetV2.

Table 1. General network structure of ShuffleNetV2.

Layer Output Size KSize Stride Repeat Output Channels

Image 640 × 640 3
ConvBNReLU 320 × 320 3 × 3 2 1 32

Maxpool 160 × 160 3 × 3 2 1 32

Stage2 80 × 80 2 1 32
80 × 80 1 1 32

Stage3 40 × 40 2 1 64
40 × 40 1 3 64

Stage4 20 × 20 2 1 128
20 × 20 1 1 128

The Channel Shuffle idea of the reduced ShuffleNetV2 is introduced into the Yolov5
network to reconstruct the feature extraction network of Yolov5. The number of parameters
of the original Yolov5 network is reduced and the feature extraction capability of the
network is affected to a lesser extent.

2.4.2. Building the C3Faster Module

There is usually a discrepancy between the FLOPs of the network and the latency, and
to try to eliminate this discrepancy, Chen J et al. [33] proposed a new partial convolution
(PConv) to extract spatial features more efficiently by simultaneously reducing redundant
computations and memory accesses. PConv is shown in Figure 6a.

In Figure 6a, h and w denote the height and width of the input features (Input) and
output features (Output), respectively. cp denotes that the input features are convolved
conventionally on cp number of channels only. The regular convolution operation uses cp
convolution kernels of size k × k. The remaining channels of the input features are left
unprocessed and the Identity operation is applied directly.
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To fully and efficiently utilize the information from all channels, further point-by-point
convolution (PWConv) is connected behind PConv to form the Faster_Block module. The
Faster_Block module is shown in Figure 6b.

In Figure 6b, the Faster_Block has two main branches, the left branch and the right
branch. The left branch is a shortcut operation, which can directly transfer the shallow
information to the deep layer and solve the degradation problem while reusing the features.
The right branch performs operations such as PConv, 2 PWConv (or 1 × 1 Conv). Finally,
the output features of the left branch and the right branch are fused together.

Due to the large number of parameters and computation of the C3 module used in
the feature fusion part of Yolov5, this paper constructs the C3Faster module by embedding
the Faster_Block into the C3 module in Yolov5. The C3Faster module is shown in Figure 7,
which replaces BottleNeck in the original Yolov5 model with a large number of parameters.
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2.4.3. BiFPN and Its Simplification

The BiFPN structure evolves on the basis of PANet, which proposes two main ideas:
one is cross-scale connectivity and the other is multi-scale feature fusion by weighting [34].
BiFPN is shown in Figure 8a. From Figure 8a, it can be seen that the BiFPN structure fuses
the features from layer 3 feature layer P3 to layer 7 feature layer P7 of the original network
(Efficientdet) on the basis of PANet (the dashed box part is drawn as the feature fusion part.)
BiFPN considers that nodes with only one input do not contribute much to feature fusion,
therefore, in order to reduce the computational effort, P3 and P7 nodes corresponding
to single-input and top-down paths for feature fusion are removed. P4, P5, and P6 are
connected across scales with the nodes of bottom-up paths for feature fusion. In addition,
the top-down and bottom-up multi-scale feature fusion process uses weighting to introduce
learnable weights to learn the importance of different input features. However, the network
tends to affect the speed of the network in the process of learning weights. Therefore, this
paper only refers to the idea of cross-scale connectivity in BiFPN without setting learning
weights on the PANet of Yolov5. Yolov5 only has three feature layers, P3, P4, and P5, for
feature fusion, which does not consume much time. Therefore, in this paper, we choose



Electronics 2023, 12, 3202 9 of 22

to retain the nodes on the top-down path of the feature fusion part corresponding to P3
and P5. The idea of BiFPN spanning connectivity is taken into account at the P4 layer. A
simplified version of BiFPN applicable to Yolov5 network is formed for feature fusion. The
PANet structure in the original feature fusion network of Yolov5 and the simplified BiFPN
structure used in this paper are shown in Figure 8b,c.
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2.4.4. Yolov5-SC3FB Network Model

The above reduced ShuffleNet V2 structure, the constructed C3Faster module and the
simplified BiFPN are used to improve the Yolov5 network. The improved Yolov5-SC3FB
network structure is shown in Figure 9, and all the improved modules are marked by red
outer frame lines and red connection lines.
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2.5. Introduction, Principle, Accuracy Test, and Alignment of Intel RealSense D455

In this paper, Intel Realsense D455, based on the principle of binocular IR structured
light technology, is used to realize the detection and visual depth perception of road signs
in the environment by the robot. The Intel Realsense D455 consists of an RGB sensor, a pair
of stereo infrared sensors (IR Stereo Cameral), and an infrared laser emitter (IR Projector).
An image of the Intel Realsense D455 is shown in Figure 10.
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Figure 10. D455 camera physical diagram.

The Intel Realsense D455 combines the features of a structured light camera and a pure
binocular camera. The infrared laser emits infrared “structured light” [35] to the surface
of the object to be measured, and the receiver (left and right infrared cameras) receives
different structured light images from different distances of the object to be measured, and
then uses the binocular ranging principle to obtain the depth information of the target
object. Despite having an infrared laser emitter, it does not use infrared reflection ranging.
It serves only to project invisible fixed infrared texture patterns, such as infrared scatter,
to improve the accuracy of depth calculation in environments where the texture is not
obvious (e.g., white walls) and to assist binocular vision ranging. A schematic diagram of
the binocular measurement principle is shown in Figure 11.
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In Figure 11, the meaning of the points and lines are shown below.
Point P is the target point.
OL, OR is the optical center of the two stereo infrared cameras in Intel Realsense D455.
Between P′ and P′′ denotes the target point P passing through the left and right

infrared cameras on the left and right images, and the corresponding coordinates on the
X-axis are XL and XR, respectively.

B is the center distance (focal length) of the two stereo infrared cameras.
Z denotes the depth value of the target point P (the distance from point P to the baseline).
f indicates the focal length of the camera.
a indicates the width of the camera lens.
A1, A2 denote the lens midpoints A1, A2 of the left and right IR cameras, respectively.
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r,s denote the distance from A1, A2 to P′, P′′, respectively.
The process of obtaining the depth value (distance) of the target (road sign) based on

the binocular ranging principle is as follows. The distance between P′ and P′′ is calculated,
and the distance between these two points is expressed by d, as shown in Equation (1).

d = B − (r + s) (1)

XL =
a
2
+ r (2)

XR =
a
2
− s (3)

Equations (2) and (3), to obtain Equation (4).

XL − XR = r + s (4)

Equation (4) is combined with Equation (1) to obtain Equation (5).

d = B− (XL + XR) (5)

Equation (6) is obtained according to the principle of similar triangles.

Z− f
Z

=
d
B

(6)

Rectifying Equation (6), the depth value Z of the target point can be obtained as shown
in Equation (7).

Z =
Bf
d

(7)

Intel Realsense D455 cameras are calibrated at the factory. This ensures that users can
get their hands on the device and use it. However, over time and due to factors such as
the working environment, the accuracy of the camera may change if the camera is exposed
to extreme temperatures or there are frequent shocks and vibrations for a long time. For
this reason, Intel Realsense D455 needs to be tested for accuracy first. Since the RGB sensor
and the stereo IR sensor of Intel Realsense D455 have different coordinate systems, the
depth map and the color map do not correspond to each other and there is a certain error.
Therefore, in order to obtain the actual depth values of the pixels in the color map, we need
to transform the color map and the depth map to the same coordinate system, so that the
pixel points in the color map and the pixel points in the depth map correspond to each
other, that is, to complete the camera alignment.

2.6. Improved Filtering Method for Obtaining Depth Values of Centroids

In the process of acquiring the depth value using Intel RealSense D455 depth camera,
the depth (distance) between the object under test and the D455 depth camera is usually
measured using the center point of the object under test (road sign) as the standard.
However, when acquiring the depth value, some interference factors or noise may cause the
obtained depth value to be 0. If the depth value of the center point of the target bounding
box detected using Intel Realsense D455 is 0 due to these interference factors or noise points
in the Yolov5-SC3FB network, the visual depth perception capability of the mobile robot
will be affected, thus affecting the decision-making process and the execution of subsequent
actions of the mobile robot. To solve this problem, this study proposes to use the idea of
filtering to improve the method of acquiring the depth value of the center point of the road
sign bounding box. The improved method is shown in Figure 12.
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In Figure 12a, the large square represents the target bounding box, and the small
square inside the large square represents some pixel points inside this bounding box. In
Figure 12a, the small red square represents the center point of the bounding box, and its
depth value is expressed by Z0, which can be seen as 0. Some random pixel points are
selected around the center point of the bounding box (the points cannot be taken beyond
the bounding box), and the depth value of these random points is back-checked according
to the depth index of these points. The small yellow squares in Figure 12a are the randomly
selected pixel points and their corresponding depth values. As shown in Figure 12b, the
depth values of these random points are placed in an empty depth list in turn. In Figure 12c,
these points are sorted according to the size of the depth value of the random points. Then,
the depth value of the random points in the middle of the list (represented by the small blue
square) is taken and the average value of their depth values is Z1, as shown in Figure 12d.
Z1 is used instead of Z0 to effectively alleviate the problem of the depth value of 0. From
Figure 12d, it can be seen that the value of Z1 is 463 (preserving integers).

In the above improved method, the sorting is to eliminate some points with abnormal
depth values, so as to get more accurate depth values. Taking the depth value of a random
point in the middle section instead of a single point is to further reduce the effect of outliers
and make the depth value more reliable.

2.7. Evaluation Indicators
2.7.1. Evaluation Indicators of the Model

(1) Metrics to measure whether the model is lightweight

In this paper, we will evaluate whether a model is lightweight in terms of the number
of parameters (Parameter), the amount of computation FLOPs, and the size of the model
volume (size of model weights). The number of parameters refers to the sum of parameters
in the network model. It is used to describe the size of the network model; it is similar to the
space complexity in algorithms, and affects the memory occupation. Computational quan-
tity refers to the number of floating-point operations per second. It refers to the number of
multiplications and additions performed by the network model when performing forward
inference. It is used to describe the execution efficiency of the model, similar to the time
complexity in an algorithm. In deep learning, the smaller the number of parameters and
computation of the model, the less time and resources the model needs to consume when
performing inference. The model weight file is the file needed for the final deployment,
and the model size (model weight file) is as small as possible, which facilitates deployment
in devices with limited space resources.

(2) Evaluation index of model detection effect
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In this paper, we use mAP (mean average precision) as an accuracy evaluation metric.
AP (average precision) measures how good the trained model is at detecting a certain
category, and mAP measures how good the trained model is at detecting all categories.
Assuming that there are k categories and k > 1, the formula for mAP is given in Equation (8).

mAP =
∑k

i=1 APi

k
(8)

This study will use mAP@0.5 and mAP@0.5:0.95 to evaluate the detection effect of
the model: mAP@0.5 denotes the average detection accuracy for all categories at an IOU
threshold of 0.5; mAP@0.5:0.95 denotes the average mAP over different thresholds (IOU
threshold settings range from 0.5 to 0.95, in steps of 0.05).

(3) Model speed evaluation index

When deploying a model to a mobile device or an embedded device, it is necessary to
consider the dynamic detection speed of the model with a camera attached to the mobile
device, in addition to the number of parameters, computation, size, and accuracy of the
model. In this paper, we use FPS (Frames Per Second) to evaluate the detection speed of
the model after deploying the model to the CPU side (IPC) of the upper computer of the
mobile robot platform.

2.7.2. Accuracy Evaluation Index of the Measured Depth Values

Depth Error and Depth Relative Error are used to measure the accuracy of the depth
values measured by the “improved filtering method for obtaining depth values of centroids”
proposed in this paper.

Depth Error: It indicates the difference between the measured depth and the true
depth. It can be calculated by Equation (9).

Depth Error =
∣∣DepthMeasured − DepthTrue

∣∣ (9)

Depth Relative Error: It indicates the ratio between the difference between the mea-
sured depth and the true depth to the true depth. It can be calculated by Equation (10).

Depth Relative Error =

∣∣∣∣DepthMeasured − DepthTrue
DepthTrue

∣∣∣∣ (10)

2.8. Mobile Robot Platform

In this paper, the fused Yolov5-SC3FB road sign detection model and the improved
filtering method for obtaining centroid depth values are validated on a mobile robot
platform developed in our laboratory. The mobile robot includes an actuator, a drive
system, a control system, and a vision system. Their specific components are shown in
Table 2. Among them, the maxon RE35 DC motor, the DC motor drive unit RMDS-108, and
the drive control unit Arduino mega 2560 are packaged inside the mobile robot chassis.

Table 2. Specific components of the mobile robot.

Name of Each Part of the Robot The Specific Composition of Each Part

actuator
Maxon RE35 DC motor

Mecanum wheel

drive system DC Motor Drive Unit RMDS-108
Driver control unit Arduino mega 2560

control system IPC (Industrial Personal Computer)
vision system Intel RealSense D455

The physical diagram of the mobile robot is shown in Figure 13.
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value described above. To prevent collision between the mobile robot and the road sign, 
a threshold value of 0.4 m is set. When the distance between the mobile robot and the road 
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Figure 13. Mobile robotics platform.

The experimental scheme of the mobile robot to achieve autonomous running in this
paper is shown in Figure 14. The Yolov5-SC3FB model proposed in this paper is used
to train in the constructed road sign sample dataset using igher performance computers.
The training results are analyzed, and the trained weight results are deployed in the IPC.
The IPC uses the trained weight results to acquire the road signs in real time using Intel
Realsense D455 depth camera to complete the road sign detection function. At the same
time, Intel Realsense D455 measures the depth (distance) from D455 to the road sign using
the binocular ranging principle and the improved filtering method for the center point
depth value described above. To prevent collision between the mobile robot and the road
sign, a threshold value of 0.4 m is set. When the distance between the mobile robot and
the road sign is greater than 0.4 m, the mobile robot travels straight. When the distance
between the mobile robot and the road sign reaches 0.4 m, the category information and
depth information (distance) of the road sign detected by the IPC (upper computer) is sent to
the lower computer Arduino main controller by means of serial communication. According
to the sent command, the Arduino main controller controls the motor movement. Then, the
motor drives the four McNamee wheels of the mobile robot to rotate, thus controlling the
mobile robot to make corresponding movements (turn left, turn right, backward, stop) and
realize the autonomous running of the mobile robot.
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3. Results and Analysis
3.1. Experiments and Analysis of the Improved Yolov5-SC3FB Model
3.1.1. Model Training Platform

The environment configuration of the model training platform used in this study is
shown in Table 3.

Table 3. Training environment configuration.

GPU NVIDIA GeForce RTX 2080 Super

CPU IntelI CITM) i9-10900K CPU @ 3.70 GHz
Video Card Memory 8 G

Memory 16 GB
Operation System Ubuntu 18.04.1

CUDA version 10.2
CUDNN version 8.3.0

3.1.2. Network Performance Analysis

First, Yolov5 introduces the reduced ShuffleNetV2 to reconstruct the Yolov5 feature
extraction network (strategy A). Then, the C3 module is replaced with the C3Faster module
constructed in this paper in the feature fusion network of Yolov5 (strategy B). Strategy
B reduces the number of parameters and computation of the network. Feature fusion
using a simplified BiFPN (strategy C) improves the detection accuracy of the model, and it
introduces almost no number of parameters or computations. The results of the ablation
experiments on the road sign dataset constructed in this paper are shown in Table 4.

Table 4. Results of ablation experiments.

Experiment Strategy A Strategy B Strategy C Parameters (M) GFLOPS Size (MB) mAP@0.5 mAP@0.5:0.95

Yolov5n 1.76 4.1 3.9 0.995 0.958
Experiment 1

√
0.22 0.5 0.78 0.994 0.901

Experiment 2
√

1.63 3.9 3.6 0.995 0.966
Experiment 3

√
1.78 4.2 3.9 0.995 0.971

Ours
√ √ √

0.19 0.5 0.72 0.995 0.898

From the data in Table 4, it can be seen that using different strategies for road sign
detection is effective, and these methods are added simultaneously to achieve the best
balance between model size and detection accuracy. The Yolov5-SC3FB model proposed
in this paper reduces Parameters by 89%, GFLOPS by 88%, and Size by 82% compared
to the Yolov5n model. The detection speed of the original YOLOv5n model is improved
by effectively achieving a lightweight YOLOv5n while keeping the detection accuracy
mAP@0.5 almost unchanged and mAP@0.5:0.95 down by only 6%. The YOLOv5n model
and the Yolov5-SC3FB model are deployed on the upper computer (IPC) and CPU side of
the mobile robot platform, respectively, and the detection speed of the original YOLOv5n
model is improved by using Intel Realsense D455 for dynamic detection. The detection
speed and detection effect are shown in Figure 15. Figure 15a shows the dynamic detection
speed and detection effect of YOLOv5n model. Figure 15b shows the dynamic detection
speed and detection effect of the Yolov5-SC3FB model. From Figure 15, it can be seen that
the dynamic detection accuracy of the Yolov5-SC3FB model is slightly reduced compared
with the original Yolov5n model at the CPU side of the upper computer (IPC) of the mobile
robot platform. However, the detection speed is increased from 6 FPS to 12 FPS. Detection
speed is increased by 2 times.
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SC3FB model. 

The improved Yolov5-SC3FB model training process is visualized in Figure 16. 

Figure 15. Dynamic detection speed and detection effect of the model. (a) Dynamic detection
speed and detection effect of YOLOv5n model; (b) Dynamic detection speed and detection effect of
Yolov5-SC3FB model.

The improved Yolov5-SC3FB model training process is visualized in Figure 16.
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3.2. Intel Realsense D455 Camera Testing and Camera Alignment Experiment
3.2.1. Camera Accuracy Test Experiment

In this article, we use Intel Realsense D455 camera, USB3.0 cable, tripod, and laptop
for the Intel Realsense D455 accuracy test. We use the Depth Quality Tool (version: SDK
2.0) for Intel RealSense Cameras software to check if the camera accuracy is good. The
process is as follows. Find a white wall as a target and align the Intel Realsense D455 depth
camera horizontally to the wall. The accuracy test procedure of Intel Realsense D455 is
shown in Figure 17. Measure the depth (distance) using Intel Realsense D455 as shown in
Figure 17a. Adjust the relevant parameters on the left side of the “Depth Quality Tool for
Intel RealSense Cameras” software. Check “Ground Truth”, fill in the actual true distance
measured physically using a meter ruler, manually adjust Angle to stay within 5 degrees,
and measure the vertical distance of Intel Realsense D455 from the wall. The actual real
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distance of the Intel Realsense D455 from the wall is measured by manually adjusting the
Angle to within 5 degrees. The process of measuring the depth using a meterstick is shown
in Figure 17b.
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The Depth Quality Tool for Intel RealSense Cameras software returned values for
Fill-Rate, Z-Accuracy, and Plane Fit RMS Error, and some of the measured results are shown
in Table 5.

Table 5. Selected results of measurements.

Measuring
Distance (mm)

Actual Physical
Distance (mm) Z Accuracy (%) Fill-Rate (%) Plane Fit RMS

Error (%) Angle (Deg)

391.73 400 −1.77 99.99 0.10 3.51
502.21 500 0.91 100.00 0.10 4.07
600.06 600 0.29 99.99 0.09 1.91
702.74 700 0.4 99.99 0.10 2.23
805.58 800 0.74 100.00 0.13 0.41
906.18 900 0.76 99.99 0.11 0.40

1007.75 1000 0.84 99.99 0.21 0.76
1103.03 1100 1.46 100.00 0.25 3.92
1216.41 1200 1.58 99.99% 0.43 2.96

According to Intel’s official instructions, analysis of Table 4 shows that the Z-axis error
(distance error) is less than 2%, the fill rate is greater than or equal to 99.99%, and the
RMS error is less than or equal to 2%, which meets the factory specifications of the D455.
Therefore, the accuracy of the D455 camera used is relatively accurate, and there is no need
for self-calibration of the camera.

3.2.2. Camera Alignment Experiments

Use Python to call the camera’s API, the environment required to configure the Intel
Realsense D455 depth camera. Set the resolution of the color stream and depth stream of
the input depth camera to 640 × 480. Perform the alignment operation on the obtained
depth image data and color image data and align the depth map with the color map. The
aligned color map and depth map as after the alignment operation are shown in Figure 18.



Electronics 2023, 12, 3202 18 of 22

Electronics 2023, 12, x FOR PEER REVIEW 19 of 23 
 

 

Table 5. Selected results of measurements. 

Measuring Distance 
(mm) 

Actual Physical 
Distance (mm) 

Z Accuracy (%) Fill-Rate (%) Plane Fit RMS 
Error (%) 

Angle (Deg) 

391.73 400 -1.77 99.99 0.10 3.51 
502.21 500 0.91 100.00 0.10 4.07 
600.06 600 0.29 99.99 0.09 1.91 
702.74 700 0.4 99.99 0.10 2.23 
805.58 800 0.74 100.00 0.13 0.41 
906.18 900 0.76 99.99 0.11 0.40 

1007.75 1000 0.84 99.99 0.21 0.76 
1103.03 1100 1.46 100.00 0.25 3.92 
1216.41 1200 1.58 99.99% 0.43 2.96 

According to Intel’s official instructions, analysis of Table 4 shows that the Z-axis er-
ror (distance error) is less than 2%, the fill rate is greater than or equal to 99.99%, and the 
RMS error is less than or equal to 2%, which meets the factory specifications of the D455. 
Therefore, the accuracy of the D455 camera used is relatively accurate, and there is no 
need for self-calibration of the camera. 

3.2.2. Camera Alignment Experiments 
Use Python to call the camera’s API, the environment required to configure the Intel 

Realsense D455 depth camera. Set the resolution of the color stream and depth stream of 
the input depth camera to 640 × 480. Perform the alignment operation on the obtained 
depth image data and color image data and align the depth map with the color map. The 
aligned color map and depth map as after the alignment operation are shown in Figure 
18.  

 

 

Figure 18. Color map and depth map after alignment.

3.3. Experiment and Error Analysis of the Improved Filtering Method for Obtaining the Depth
Value of the Centroid

The depth values of the road signs were measured using an improved filtering method
for obtaining the depth values of the centroids. The true depth values of the road signs and
the measured depth values, the depth error, and the depth relative error data are shown in
Table 6. The depth relative error in Table 6 is retained to two decimal places.

Table 6. Depth measurement and error analysis.

True Depth
Value (mm)

Measured
Depth Value (mm) Depth Error (mm) Depth Relative Error

300 304.23 4.23 1.41%
400 405.28 5.28 1.32%
500 506.36 6.36 1.27%
600 605.72 5.72 0.95%
700 706.43 6.43 0.92%
800 806.37 6.37 0.80%
900 907.82 7.82 0.87%
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Analysis of the results in Table 6 shows that the relative error in depth is within 2%.
Therefore, the improved filtering method for obtaining the depth value of the center point
can measure the depth value of the road signs more accurately.

3.4. Fusion of Yolov5-SC3FB road Sign Detection Model with Improved Filtering Method for
Obtaining Centroid Depth Values

The experimental results of fusing the Yolov5-SC3FB road sign detection model with
the improved method of obtaining centroid depth value filtering are shown in Figure 19. It
can be seen from Figure 19 that the fused algorithm is able to acquire the category informa-
tion, confidence information, and depth information of road signs simultaneously, which
provides an environment-aware solution for the autonomous running of mobile robots.
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3.5. Mobile Robot Road Sign Detection and Depth Perception Experiment

Extract the category information and depth information of the road signs obtained
from the fused algorithm. Implement the communication between the host computer and
the Arduino main controller through the serial port. This information is converted into
control commands. Thus, the mobile robot completes the function of detection and depth
perception of road signs and realizes the autonomous driving, as shown in Table 7.

Table 7. Robot autonomous running state and corresponding control commands.

Extraction of Detected Road
Sign Category Information

Extraction of the Acquired Road
Sign Depth Information

Control Commands
Sent by the Serial Port

Autonomous Running State
of the Robot

left
>0.4 m No command Go straight
≤0.4 m ‘l’ Turn left

right >0.4 m No command Go straight
≤0.4 m ‘r’ Turn right

ban
>0.4 m No command Go straight
≤0.4 m ‘b’ Backward

stop >0.4 m No command Go straight
≤0.4 m ‘s’ Stop

The autonomous running process of the mobile robot is shown in Figure 20. When
the speed of detecting road signs is increased, the results of detection (detection of ‘left’,
‘right’, ‘ban’, ‘stop’) are then translated more quickly into control commands (‘l’, ‘r’, ‘b’, ‘s‘).
If the control commands can be sent to the Arduino host controller faster, then the Arduino
host controller will control the movement of the McNamee wheel by controlling the motor
motion faster, which affects the robot’s ability to avoid obstacles (road signs) in time.
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4. Discussion and Conclusions

In this paper, we propose a target (road signs) detection algorithm Yolov5-SC3FB
that can be used for indoor mobile robots. The feature extraction network of YOLOv5
is redesigned using the reduced lightweight network ShuffleNetV2. The C3 module in
the original Yolov5 feature fusion network is replaced by using the constructed C3Faster
module, and the simplified BiFPN is used for feature fusion in the original Yolov5 feature
fusion part. In this study, the Yolov5-SC3FB model is experimentally validated in terms of
lightweight metrics, detection accuracy, and detection speed of the CPU side deployed on
the mobile robot platform. The experimental results show that the proposed Yolov5-SC3FB
reduces the amount of model parameters by 89%, the amount of computation by 88%, and
the model size by 82% compared with Yolov5n. Deploying the Yolov5-SC3FB model on the
CPU side of the upper computer of the mobile robot platform loses less detection accuracy
and increases the detection speed by a factor of 2.

In addition, this study proposes an improved filtering method to obtain the depth
value of the center point of the bounding box. The experimental results show that this
method can effectively alleviate the problem of obtaining the depth value of the center
point of the bounding box as 0 due to the interference of noise points, and the relative
error of depth is only 2%. Finally, this study fuses the Yolov5-SC3FB model with the
improved filtering method for obtaining centroid depth values to obtain both category
and depth information of road signs, and deploys the fusion algorithm on a mobile robot
platform to empower the mobile robot with environment sensing capability. Finally, the
category information and depth information of road signs are extracted and transformed
into control commands. The mobile robot can accurately avoid road signs under the set
distance threshold and achieve autonomous running according to the instructions of road
signs. The upper computer platform for the mobile robot in this paper mainly uses an IPC,
which has no GPU but only a CPU. Therefore, the final detection speed still has a gap with
the real-time detection speed. Future work will use embedded devices with GPU such as
Jetson Nano and Jetson TX2 as the upper computer system for the mobile robot platform
and use TensorRT acceleration, enabling the robot to detect road signs in real time and react
in a more timely manner based on the detection results.
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