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Abstract: Machine vision plays a great role in localizing strawberries in a complex orchard or
greenhouse for picking robots. Due to the variety of each strawberry (shape, size, and color) and
occlusions of strawberries by leaves and stems, precisely locating each strawberry brings a great
challenge to the vision system of picking robots. Several methods have been developed for localizing
strawberries, based on the well-known Mask R-CNN network, which, however, are not efficient
running on the picking robots. In this paper, we propose a simple and highly efficient framework
for strawberry instance segmentation running on low-power devices for picking robots, termed
StrawSeg. Instead of using the common paradigm of “detection-then-segment”, we directly segment
each strawberry in a single-shot manner without relying on object detection. In our model, we design
a novel feature aggregation network to merge features with different scales, which employs a pixel
shuffle operation to increase the resolution and reduce the channels of features. Experiments on the
open-source dataset StrawDI_Db1 demonstrate that our model can achieve a good trade-off between
accuracy and inference speed on a low-power device.

Keywords: computer vision; image segmentation; fruit localization; lightweight network; mobile
robots; vision system

1. Introduction

Due to socioeconomic changes of the current society, fewer people are willing to be
engaged in agricultural production [1]. In order to solve the challenge of labor shortage in
the agricultural industry, various robots have been developed for agricultural activities,
e.g., sowing of seeds, irrigating, spraying pesticides, weeding, and harvesting [2]. Among
these activities, harvesting is the most time-consuming and labor-intensive task [2,3]. Con-
sequently, a few commercial harvesting robots have been used to pick fruits and vegetables
in orchards or greenhouses, e.g., apples [4], strawberries [5], grapes [6], tomatoes [7],
and sweet peppers [8]. Strawberries, one of the profitable fruits, are widely cultivated in
the world [3]. Picking a strawberry requires skilled operations, since it is easily bruised.
Training a new picker to have the same skill as an experienced one needs at least one
year [1]. This motivates us to develop an autonomous strawberry-picking robot to reduce
the demand for human labor and improve picking efficiency.

A few companies have developed strawberry-picking robots, e.g., Berry 5 designed
by Harvest CROO, SW 6010 from Agrobot, Dogtooth from Cambridge, and Rubion made
by Octinion [1]. Berry 5 and SW 6010 are designed for picking strawberries cultivated
in large-scale and open-field orchards, which are equipped with large machines with
high costs. Dogtooth and Rubion are small robots designed for picking strawberries
in greenhouses. Designing a picking robot refers to many technologies, e.g., machine
vision, mechanical design, kinematics, path planning, control, and navigation. Among
these, machine vision plays a great role in localizing strawberries in a complex orchard or
greenhouse environment, in which each strawberry needs to be precisely located [1,2]. Due
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to the variety in shape and scale of strawberries and occlusions of strawberries by leaves
and stems, precisely locating each strawberry brings a great challenge to the vision system
of picking robots.

Compared with the bounding box provided by object detection, the segmentation mask
by the instance segmentation technology can provide better localization accuracy, which
avoids the impact of a complex background in the bounding box. Recently, a few methods
and datasets for strawberry instance segmentation have been proposed [5,9,10]. Borrero
et al. [9] released a large-scale and high-resolution dataset of strawberry images, along
with the corresponding manually labeled instance segmentation mask images. In addition,
they proposed a strawberry instance segmentation network based on the framework of
Mask R-CNN [11], which, however, required a large processing power for vision systems
of picking robots. Therefore, they designed a new network based on U-Net [12] to segment
each strawberry in an image with better accuracy and faster inference speed [10]. However,
these methods are still too heavy to run on the vision system of picking robots, which
usually are equipped with energy-constrained supplies and low-compute devices. This
motivates us to develop a novel lightweight network for strawberry instance segmentation
with low latency running on low-power devices of picking robots.

In this paper, we present a simple and highly efficient framework for strawberry
instance segmentation running on low-power devices for picking robots, termed StrawSeg.
Instead of using the common paradigm of “detection-then-segment”, we directly segment
each strawberry in a single-shot manner without relying on object detection. Our network
consists of three parts: backbone, neck, and head. Given an image containing strawberries,
MobileNetV2 [13] is adopted as the backbone to extract multiscale and multilevel features
from the input image, and the multiscale features are aggregated by the neck module. We
design a novel feature aggregation network termed FAN to merge these features with
different scales. Instead of implementing by interpolation or deconvolution layer, we
employ a pixel shuffle operation to increase the resolution and reduce the channels of
features, which can avoid the use of convolutional layers to reduce channels. The head
module directly predicts a fixed-size set of segmentation masks wherein each mask indicates
a target strawberry or background. During training, the predicted masks are matched to
the ground truth by using the bipartite matching strategy. At the inference, we compute an
average pixel value along the spatial dimension for each mask to be its classification score,
and some low-confidence predictions can be dropped. Experiments on the open-source
dataset StrawDI_Db1 [9] demonstrate that our model can achieve a good trade-off between
accuracy and inference speed on the low-power device.

Our contributions are summarized as follows:

(1) We present a lightweight yet effective framework for strawberry instance segmentation
running on low-power devices for picking robots, which can directly segment each
strawberry without relying on object detection.

(2) We design a novel feature aggregation network to aggregate features with different
scales extracted from different levels of the backbone network, which can increase the
resolution and reduce the channels of features.

(3) Experimental results demonstrate that our model achieves a good trade-off between
accuracy and inference speed running on the low-power device.

2. Related Work
2.1. Instance Segmentation

Instance segmentation aims to produce a pixel-wise segmentation mask for the object
of interest in an image. It has been significantly improved with the advancement of
CNNs and Transformers. The conventional methods for instance segmentation follow the
“detection-then-segment” paradigm, which first generates bounding boxes by detectors
and predicts masks by ROIAlign [11] or dynamic convolutions [14]. Mask R-CNN [11],
YOLACT [15], and MEInst [16] are the representative methods. Instead of relying on the
object detectors, SOLO [17,18] directly segmented objects according to the object’s location
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and size. PolarMask [19] employed polar coordinates to represent mask contours. Instead
of directly predicting masks, a few methods try to predict mask embeddings. SOLQ [20]
encoded the spatial binary mask into embeddings, and the network is trained to predict the
embedding for the mask. ISTR [21] predicted low-dimensional mask embeddings. Cheng
et al. [22] proposed a sparse set of instance activation maps as an object representation to
highlight informative regions for each object, which achieves a good trade-off between
accuracy and inference speed.

2.2. Fruit Localization

Recently, a few methods have been developed to improve the performance of machine
vision for fruit or vegetable localization. Yu et al. [5] proposed a method for strawberry
detection and segmentation based on Mask R-CNN. Jia et al. [4] designed a model for the
recognition and segmentation of overlapped apples based on Mask R-CNN. Santos et al. [6]
used Mask R-CNN [11] and YOLO [23–27] to segment and detect wine grapes, respectively.
Instead of using the heavy Mask R-CNN, Borrero et al. [10] designed a new network based
on U-Net to segment each strawberry in an image with better accuracy and faster inference
speed. Ning et al. [8] proposed to combine the convolutional block attention module with
YOLOv4 to recognize and localize sweet peppers. Liu et al. [28] proposed a detection and
segmentation method for obscured green fruit based on a FCOS [29] object detection model.
Zeng et al. [7] proposed a lightweight network based on YOLOv5 to achieve real-time
localization and ripeness detection of tomatoes. Liu et al. [30] proposed a method for
localizing pineapples based on binocular stereo vision and an improved YOLOv3 model.
Kang et al. [31] introduced a LiDAR-camera fusion-based instance segmentation method
for the localization of apples.

2.3. Lightweight Detection and Segmentation

Real-time object detection or instance segmentation is necessary for a model running
on edge devices. Recently, real-time detection and segmentation methods are still being de-
veloped. YOLO series [23–27] have been continuously advanced for faster and stronger ob-
ject detection based on efficient architectures and bag-of-freebies. CSL-YOLO [32] proposed
a cross-stage lightweight module to generate redundant features from cheap operations,
and the module was combined with YOLO. Cui et al. [33] proposed a lightweight pinecone
detection algorithm based on the improved YOLOv4-Tiny network, wherein ShuffleNet [34]
was used as a backbone to extract features. Gui et al. [35] proposed a lightweight tea bud
detection model based on the YOLOv5 network, wherein the Ghost_conv [36] module was
applied to reduce the computational complexity and model size. Li et al. [37] designed a
fast and lightweight detection algorithm based on YOLOv5 for passion fruit pest detection,
wherein the attention module was added to improve accuracy.

3. Methods

Our model, StrawSeg, aims to directly segment instance-level strawberries without
relying on object detection. To this end, we first design a lightweight network to extract
features from the input image, and predict all target masks at once. The model is trained end
to end with a set loss function, which performs bipartite matching between the predicted
masks and ground truth. Finally, a simple inference process is described to acquire final
segmentation masks for strawberries. A flowchart of our method is shown in Figure 1.
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Figure 1. The flowchart of our method.

3.1. StrawSeg Architecture

The overall framework of StrawSeg is shown in Figure 2. This simple network consists
of three parts: backbone, neck, and head modules. The backbone module extracts multilevel
and multiscale features from a given image, and the neck module aggregates features from
the backbone. Finally, the head module directly predicts a set of segmentation masks.

Figure 2. Overall framework of StrawSeg. In the figure, Cat represents the concatenate operation,
and PPM represents the pyramid pooling module [38].

3.1.1. Backbone

To reduce the latency of our network running on low-power devices, we use Mo-
bileNetV2 [13] as the backbone network to extract multilevel and multiscale features from
the input image. Given an image I ∈ R3×H×W , the backbone extracts the multiscale image
features from the shallow to deep layers of the backbone network, i.e., {S2, S3, S4, S5},
where Si has a resolution of H

2i × W
2i , i = 2, 3, 4, 5.

3.1.2. Neck

To enhance the feature representations, the neck module is employed to aggregate the
multiscale and multilevel features. To further reduce computational complexity and model
parameters, we design a novel feature aggregation network (FAN) to aggregate features
extracted from the backbone. To enlarge the receptive field of the network, we first apply
a pyramid pooling module (PPM) [38] on the feature map S5 to acquire a feature map P5
with global prior representations. For further details on PPM, we refer the reader to [38].
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We then upscale P5 to the same resolution as the feature map S4. Instead of implementing
by interpolation or deconvolution layer [39], we employ a pixel shuffle operation [40] to
increase the resolution and reduce the channels of P5. Pixel shuffle is an operation used
in super-resolution models to implement efficient subpixel convolutions with a stride of
r . Specifically, it rearranges elements in a tensor of shape (∗, C× r2, H, W) to a tensor of
shape (∗, C, H × r, W × r). Suppose P5 has C5 channels; thus, the pixel shuffle rearranges
the feature map P5 of shape H

32 ×
W
32 × C5 to a higher-resolution feature map of shape

H
16 ×

W
16 ×

C5
4 . This higher-resolution feature map is concatenated with the feature map

S4 (of shape H
16 ×

W
16 × C4) along the channel dimension to form a mixed feature map P4.

Similarly, the feature map P4 is upscaled by the pixel shuffle and concatenated with S3 (of
shape H

8 ×
W
8 × C3) to acquire a feature map P3. Additionally, P3 is also upscaled by the

pixel shuffle and concatenated with S2 (of shape H
4 ×

W
4 ×C2) to acquire a feature map P2 of

shape H
4 ×

W
4 × (C5

64 + C4
16 + C3

4 + C2). Let us take MobileNetV2_0.5 as a backbone network,
and C5 = 160, C4 = 48, C3 = 16, C2 = 16; thus, the feature map P2 has a channel number
of 26. Finally, P2 is attached by a 3× 3 convolution layer to generate a merged feature
map, which aggregates the multilevel and multiscale feature maps. The input channel and
output channel numbers are the same with P2.

3.1.3. Head

The segmentation head directly predicts N masks by a single 1× 1 convolution layer
on the fused feature map from the neck module, which are rescaled to the original resolution
of an input image through interpolation: y = {mi|mi ∈ [0, 1]H×W}N

i=1, where N is set to be
significantly larger than the typical number of strawberries in an image.

3.2. Label Assignment and Training Loss

To train our model, a label assignment strategy is needed. The ground truth binary
masks of strawberries in an image are denoted as ygt = {mgt

i |m
gt
i ∈ [0, 1]H×W}Ngt

i=1, where
Ngt is the number of strawberries in the image. Since N is different from Ngt and N ≥ Ngt,
we pad the set of ground truth labels with all-zero masks to allow one-to-one matching.
A bipartite matching-based assignment is employed between the predicted masks and
ground truth labels, which searches for a permutation of N elements σ ∈ {1, 2, ..., N} with
the lowest cost [41,42]:

σ̂ = arg min
σ

N

∑
i
Lmatch

(
ygt

i , yσ(i)

)
, (1)

where Lmatch

(
ygt

i , yσ(i)

)
is a pairwise matching cost between ground truth ygt

i and a pre-
diction with index σ(i), which is defined as

Lmatch = λdice

(
1−Ldice

(
mgt

i , mσ(i)

))
+ λ f ocalLfocal

(
mgt

i , mσ(i)

)
, (2)

where λdice and λ f ocal are hyperparameters, and Ldice and Lfocal denote dice loss and focal
loss, respectively. This optimal assignment is computed with the Hungarian algorithm [41].

Given the optimal assignment σ̂, we define Ngt matched predicted masks and N−Ngt

nonmatched predictions as positive pairs and negative pairs, respectively. The matched
predictions tend to predict the ground truth masks, and the nonmatched predictions aim to
output all-zeros. To this end, we use the Hungarian loss to optimize our network, which is
defined as

LHung =
Ngt

∑
i=1

[
λdice

(
1−Ldice

(
mgt

i , mσ̂(i)

))
+ λ f ocalLfocal

(
mgt

i , mσ̂(i)

)]
, (3)

where λdice and λ f ocal are hyperparameters, and denote dice loss and focal loss, respectively.
For our experiments, we set λdice = 1, λ f ocal = 20.
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3.3. Inference

The segmentation head of our network directly outputs N masks {mi}N , and we
can compute an average pixel value along the spatial dimension for each mask to be its
classification score of a strawberry. Thus, some low-confidence predictions can be dropped.
Finally, we obtain the final binary masks by thresholding (we set it as 0.5). Specifically, to
achieve better accuracy, we remove some binary masks that have a few parts occluded by
other masks through nonmaximum suppression (NMS) [43].

4. Experiments
4.1. Dataset and Metrics
4.1.1. Dataset

Our experiments are conducted on the StrawDI_Db1 dataset [9] containing 3100 im-
ages taken in strawberry plantations in the province of Huelva (Spain) at different times
during a full picking campaign. The images were taken with a smartphone and rescaled
to 1008× 756 pixels in PNG format. The dataset is divided into 2800 images for training,
100 images for validation, and 200 images for testing. Each image contains a few strawber-
ries with the number ranging from 1 to 21. Straw DI_Db1 is the only open-source dataset
for strawberry instance segmentation, in which variety in shape and scale of strawberries
exists, as well as occlusions of strawberries by leaves and stems.

4.1.2. Metrics

We evaluate models on accuracy and inference speed on devices. Following the com-
monly used metric in the MS-COCO [44] competition of instance segmentation, the average
precision (AP) metric is used to evaluate the accuracy of predicted masks. Specifically, the
mean average precision (mAP) is computed using 10 IoU thresholds from 0.5 to 0.95. In
addition, we also report the mean average precision for small (mAPS), medium (mAPM),
and large sizes (mAPL) of strawberries as the same criteria as COCO. The value of AP for
IoU = 0.50 (AP50) and 0.75 (AP75) is also reported. For measuring the inference speed, we
report the frames per second (FPS) of the network on a single NVIDIA RTX 3090 GPU and
an edge device, NVIDIA Jetson Nano 2G(Made by NVIDIA Corporate, Santa Clara, CA,
USA). TensorRT or FP16 is not used for acceleration.

4.1.3. Implementation Details

We implement our model in PyTorch and train over one NVIDIA RTX 3090 GPU with
32 images per minibatch and 200 epochs. We adopt an AdamW optimizer with an initial
learning rate of 5× 10−3 with a weight decay of 0.0005. The backbone is initialized with
the ImageNet-pretrained weights, and other layers are randomly initialized. The standard
random scale jittering between 0.8 and 1.5, random horizontal flipping, random rotating
between −30◦ and 30◦, random cropping, and random color jittering are used as data
augmentation. We use a crop size of 640× 640 as input for training. We adopt N = 21 for
each image. We report the performance of the original scale inference without horizontal
flip or multiple scales.

4.2. Comparison with State-of-the-Art Methods

Table 1 compares our model, StrawSeg, with some state-of-the-art methods with
respect to accuracy and inference speed. We set a baseline model wherein FPN [39] is
adopted to replace our designed FAN and the other modules are the same. SparseInst [22]
achieves good accuracy and fast inference speed on the MS-COCO dataset for real-time
instance segmentation, which can be applied for strawberry instance segmentation. We
use MobileNetV2 [13] with different ratios as backbones to achieve the trade-off between
accuracy and inference speed. All models are only trained on the StrawDI_Db1 dataset and
evaluated on the testing set. The results show that our model is superior to the baseline
and SparseInst with better accuracy and faster inference speed under the same backbone.
Specifically, our model with MobileNetV2_0.25 has achieved 72.9% mAP, which improves
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the baseline by 4.7% mAP and 15 FPS on RTX 3090 and 4 FPS on Jetson Nano. This verifies
that our proposed FAN can bring improvement on accuracy and reduction on inference
time compared with the commonly used FPN. It is worth noting that our model with
MobileNetV2_0.25 achieves 20 FPS on the edge device NVIDIA Jetson Nano 2G, which has
the right balance of low power and affordability for a picking robot. The inference speed of
our model can be accelerated if using TensorRT or running on more powerful devices (e.g.,
Jetson TX2, Jetson Xavier NX, Jetson Orin NX). Using a heavier backbone does not bring
large improvement on accuracy yet reduces the speed.

Table 1. Performance comparison of our model with state-of-the-art methods on the Straw DI_Db1
testing set. Numbers in bold indicate the best performance.

Backbone Method mAP AP50 AP75 mAPS mAPM mAPL Params FPS (3090) FPS (Jetson)

MobileNetV2_0.25
Baseline 68.2 82.4 74.0 26.8 68.1 94.0 0.18 M 140 16

SparseInst 65.0 80.2 69.0 24.6 66.4 87.2 0.20 M 121 13
Ours 72.9 86.4 78.5 29.1 74.8 94.4 0.15 M 155 20

MobileNetV2_0.5
Baseline 76.2 86.7 79.3 30.1 80.6 96.0 0.65 M 119 14

SparseInst 77.9 89.9 83.0 33.5 81.2 97.3 0.75 M 97 12
Ours 79.7 90.6 84.3 41.0 82.7 96.4 0.53 M 139 19

MobileNetV2_1.0
Baseline 68.2 80.3 71.2 28.9 71.0 88.7 2.50 M 114 12

SparseInst 79.6 89.7 83.8 38.3 83.4 96.0 2.86 M 89 10
Ours 80.0 89.8 83.8 40.9 83.3 97.1 1.97 M 131 17

There are only several published methods based on Mask R-CNN that have been
applied to strawberry instance segmentation on the Straw DI_Db1 dataset. Table 2 compares
our model, StrawSeg, with a few existing methods that have been evaluated on the Straw
DI_Db1 testing set. The results show that our model surpasses the existing methods with
great superiority.

Table 2. Performance comparison of our model with a few existing models that have been evaluated
on the Straw DI_Db1 testing set. Numbers in bold indicate the best performance.

Methods mAP AP50 AP75 mAPS mAPM mAPL

Yu et al. [5] 45.4 76.6 47.1 07.4 50.0 78.3
Perez-Borrero et al. [9] 43.8 74.2 45.1 07.5 51.8 75.9
Perez-Borrero et al. [10] 52.6 69.4 57.8 17.0 65.3 53.3

Ours 80.0 89.8 83.8 40.9 83.3 97.1

Figure 3 shows visualization comparisons of different methods on some images from
the Straw DI_Db1 testing set, wherein we denote the inaccurate predictions by the red ar-
rows. For the first column, the baseline model mistakenly predicts the leaf as the strawberry,
which occurs at SparseInst. For the second column, the baseline model and SparseInst
miss two and one strawberries, respectively, and SparseInst predicts an inaccurate mask.
For the third column, the baseline model and SparseInst mistakenly predict the leaf as
the strawberry, and SparseInst misses one strawberry in the corner of the image. The
visualization results demonstrate the superiority of our model.
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Figure 3. Visualization comparison of different methods on some images (a–c) from the Straw DI_Db1
testing set. The inaccurate predictions are denoted by the red arrows.

4.3. Ablation Studies

We investigate the effectiveness of our designs through a few ablation studies, includ-
ing the neck module, the feature aggregation network, the scale of an input image, the
number of convolution layers in the neck module, the number of predicting masks by the
head network, the hyperparameters of loss function, and the usage of NMS in the inference
stage. Without losing generality, we use MobileNetV2_0.5 as the backbone and evaluate on
the testing set.

4.3.1. Structure of the Neck Module

The neck module consists of two parts: PPM and FAN. To further analyze the impor-
tance of each component in the neck, PPM and FAN are progressively added into the neck
module to verify their effectiveness. We first set a baseline wherein S5 of the backbone is
directly appended to the head. Table 3 summarizes the results of the investigation on each
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component. It shows that PPM and FAN improve the baseline by 6.2% and 21.5% mAP,
respectively. The combination of PPM and FAN can achieve 79.7% mAP. It is worth noting
that the ASPP [45] module is commonly adopted to enlarge and acquire different scales of
receptive fields for semantic information. The result shows that adding ASPP even drops
0.2% mAP compared with adding PPM and FAN, which only improves 1% mAPM and
0.6% mAPL for medium and large sizes, respectively.

Table 3. Ablation study on the structure of the neck module. Numbers in bold indicate the best
performance.

Module mAP AP50 AP75 mAPS mAPM mAPL FPS (3090)

Backbone only 52.5 76.5 55.2 7.3 50.8 82.0 194
+PPM 58.7 80.1 62.4 10.5 58.3 89.1 145
+FAN 74.0 86.8 78.1 37.4 75.8 93.0 152

+PPM+FAN 79.7 90.6 84.3 41.0 82.7 96.4 139
+PPM+FAN+ASPP 79.5 89.8 83.4 37.4 83.7 97.0 108

4.3.2. Stage of Output Feature Maps

In FAN, features with different scales are aggregated progressively, and the feature
map P2 is appended to the head module to predict masks. We investigate the accuracy
and inference speed when using features from different levels, as shown in Table 4. If
the head module directly appends to P5, which means that the scale of the output feature
map is only H

32 ×
W
32 and the predicted masks are rescaled to the original resolution of the

input image through interpolation, then the model can only achieve 58.7% mAP. Adopting
P4 can improve the model by 13.4% mAP yet reduce the speed by 4 FPS. P3 does not
further improve the model compared with P4. The feature map P2 achieves a good trade-off
between accuracy and speed, which improves to 79.7% mAP and with 139 FPS.

Table 4. Ablation study on the output feature maps. Numbers in bold indicate the best performance.

Stage mAP AP50 AP75 mAPS mAPM mAPL FPS (3090)

P5 58.7 80.1 62.4 10.5 58.3 89.1 145
P4 72.3 86.9 76.5 27.4 75.2 94.2 141
P3 72.2 85.4 75.9 28.6 75.0 93.2 140
P2 79.7 90.6 84.3 41.0 82.7 96.4 139

4.3.3. Scale of Input Image

The default input image size is set to 640× 640; we further analyze the influence of an
input image size. Table 5 summarizes the results of models trained with different input
image sizes. It shows that increasing the input image size does not bring an improvement of
accuracy yet reduces the speed. Decreasing the input image size also reduces the accuracy.
The results verify that an input image size of 640× 640 is appropriate.

Table 5. Ablation study on the scale of an input image. Numbers in bold indicate the best perfor-
mance.

Scale mAP AP50 AP75 mAPS mAPM mAPL FPS (3090)

704 70.1 83.4 74.9 31.5 71.0 92.3 119
640 79.7 90.6 84.3 41.0 82.7 96.4 139
512 74.9 87.1 80.0 32.9 78.2 93.6 141

4.3.4. Number of Convolution Layers in the Neck

In the neck module, we use a single 3× 3 convolution layer to generate a merged
feature map from P2; now we investigate the influence of the number of convolution layers.
Table 6 summarizes the results of models with different numbers of convolution layers in
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the neck module. It shows that removing or increasing the number of convolution layers
will reduce the accuracy. A single 3× 3 convolution layer has achieved a good trade-off
between accuracy and inference speed.

Table 6. Ablation study on the number of convolutional layers in the neck module. Numbers in bold
indicate the best performance.

Number of Conv mAP AP50 AP75 mAPS mAPM mAPL FPS (3090)

w/o 71.4 85.9 75.4 33.4 71.4 92.0 144
1 79.7 90.6 84.3 41.0 82.7 96.4 139
2 75.4 84.7 78.8 37.4 77.9 93.9 134

4.3.5. Number of Predicting Masks

In the above experiments, we set the number of predicting masks by the head network
as 21, which is the maximum number of strawberries in the Straw DI_Db1 dataset. Thus,
the model would lose some targets if the testing image contains more than 21 strawberries.
Could we set this number to be larger? We then set N = 30 to investigate how this number
affects the performance of StrawSeg. Table 7 shows that increasing the number of predicting
masks greatly reduces the performance of StrawSeg. According to our statistics on Straw
DI_Db1, the average number of strawberries in an image is only 5.8. Thus, predicting too
many masks causes excessive negative samples when training, which makes the model
hard to optimize the parameters.

Table 7. Ablation study on the number of predicting masks by the network. Numbers in bold indicate
the best performance.

Number of Masks mAP AP50 AP75 mAPS mAPM mAPL

30 68.4 79.9 73.3 33.9 76.8 83.5
21(Ours) 79.7 90.6 84.3 41.0 82.7 96.4

4.3.6. Hyperparameters of Loss Functions

In our experiments, we choose λdice = 1, λ f ocal = 20 in the loss function by evaluating
on the validation set. Table 8 shows the performance variation of StrawSeg on the testing
set when varying the hyperparameters in the loss function. It is obvious that increasing
λ f ocal or λdice can improve the performance of StrawSeg, and a larger λ f ocal brings better
performance. However, λ f ocal = 30 achieves a lower result, which illustrates that setting
λdice = 1, λ f ocal = 20 is appropriate for training StrawSeg on this dataset.

Table 8. Ablation study on varying hyperparameters in the loss function. Numbers in bold indicate
the best performance.

λdice λ f ocal mAP AP50 AP75 mAPS mAPM mAPL

1 1 67.6 81.0 70.7 26.5 69.3 89.8
10 1 72.5 85.1 76.5 31.4 75.7 91.1
1 10 75.1 87.4 79.6 36.8 76.1 95.8
1 20 79.7 90.6 84.3 41.0 82.7 96.4
1 30 77.8 89.6 82.9 36.2 81.2 95.5

4.3.7. Usage of NMS

During the inference stage, we use the NMS process to remove a few binary masks that
have a few parts occluded by other masks. We explore the effectiveness of NMS. Table 9
shows that dropping the NMS process at the inference stage only reduces the accuracy by
3.4% mAP. This demonstrates that NMS is not necessary for our model, yet an effective
trick for improving accuracy.
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Table 9. Ablation study on the usage of NMS at the inference stage. Numbers in bold indicate the
best performance.

Postprocessing mAP AP50 AP75 mAPS mAPM mAPL

w/o NMS 76.3 86.4 80.5 37.7 79.5 94.5
Ours 79.7 90.6 84.3 41.0 82.7 96.4

4.4. Discussion

We develop StrawSeg to segment each strawberry in an image, and this model per-
forms well on the Straw DI_Db1 dataset compared with some state-of-the-art methods.
Theoretically, our model is available for any one-class instance segmentation task. To
investigate how well our StrawSeg generalizes to other more larger-scale datasets, we train
and evaluate models on a person instance segmentation dataset, CIHP [46], which is an
instance-level human-parsing dataset. This dataset includes 28,280 images for training,
5000 for validation, and 5000 for testing. The average and maximum number of persons in
an image are 3.4 and 12, respectively. Thus, we set N = 12 for StrawSeg when training on
CIHP, and MobileNetV2_0.5 is utilized as the backbone. We train models with 50 epochs,
and the other settings are the same with training on Straw DI_Db1. Table 10 shows a
performance comparison of our model with the baseline and SparseInst. The results verify
that our model, StrawSeg, still has superiority over the baseline and SparseInst.

Table 10. Performance comparison of our model with state-of-the-art methods on the CIHP testing set.
Numbers in bold indicate the best performance.

Methods mAP AP50 AP75 mAPS mAPM mAPL

Baseline 44.6 74.7 46.5 2.7 26.5 54.9
SparseInst 44.1 72.9 46.5 2.9 27.2 56.2

Ours 47.7 76.4 50.9 4.4 28.8 58.3

It is worth noting that the head network of StrawSeg only directly predicts masks
without a classification output; thus, StrawSeg can only adapt to the one-class instance
segmentation task. It may be applied to multiple-class instance segmentation by adding a
classification head to represent the probability of belonging to the target class. This can be
our future work to investigate the performance of StrawSeg on the multiple-class instance
segmentation task.

5. Conclusions

In this paper, we present a novel and highly efficient method for strawberry instance
segmentation on low-power devices for picking robots. Our network uses MobileNetV2
as the backbone to extract multiscale and multilevel features from the input image, and
the multiscale features are aggregated by the neck module. We design a novel feature
aggregation network termed FAN to merge these features with different scales. Instead of
implementing by interpolation or deconvolution layer, we employ a pixel shuffle operation
to increase the resolution and reduce the channels of features. The aggregated features
directly output a fixed number of masks to represent strawberries of the input image.
Experimental results demonstrate that our model can achieve a good trade-off between
accuracy and inference speed on a low-power device (NVIDIA Jetson Nano 2G), in which
our model with MobileNetV2_0.50 achieves 79.7% mAP and 19 FPS. In a future work, we
will explore the application of this model to the other fruit or vegetable localization on
different edge devices.
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