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Abstract: Intelligent vehicular cyber-physical systems (ICPSs) increase the reliability, efficiency
and adaptability of urban mobility systems. Notably, ICPSs enable autonomous transportation
in smart cities, exemplified by the emerging fields of self-driving cars and advanced air mobility.
Nonetheless, the deployment of ICPSs raises legitimate concerns surrounding safety assurance,
cybersecurity threats, communication reliability, and data management. Addressing these issues
often necessitates specialised platforms to cater to the heterogeneity and complexity of ICPSs. To
address this challenge, this paper presents a comprehensive CPS to explore, develop and test ICPSs
and intelligent vehicular algorithms. A customisable embedded system is realised using a field
programmable gate array, which is connected to a supervisory computer to enable networked
operations and support advanced multi-agent algorithms. The platform remains compatible with
multiple vehicular sensors, communication protocols and human–machine interfaces, essential for
a vehicle to perceive its surroundings, communicate with collaborative systems, and interact with
its occupants. The proposed CPS thereby offers a practical resource to advance ICPS development,
comprehension, and experimentation in both educational and research settings. By bridging the gap
between theory and practice, this tool empowers users to overcome the complexities of ICPSs and
contribute to the emerging fields of autonomous transportation and intelligent vehicular systems.

Keywords: intelligent system; cyber-physical system; vehicular; development platform; networking

1. Introduction

This section introduces intelligent cyber-physical systems (ICPSs) as a catalyst for
advancing intelligent and autonomous transportation. For brevity, subsequent references to
ICPSs will thereby imply intelligent vehicular cyber-physical applications. ICPS literature
is first reviewed to determine the core methods used to develop ICPSs and summarise the
barriers impeding their widespread adoption in vehicular applications. These challenges
highlight the need for a simple yet comprehensive platform to facilitate ICPS development
and promote research in intelligent and autonomous transportation systems. Specifically,
field programmable gate arrays (FPGAs) are identified as a robust technology to realise an
adaptable network of embedded systems to explore, develop and test ICPSs and intelligent
vehicular algorithms. This work thereby prototypes an FPGA-based embedded system that
serves as a versatile tool to advance ICPSs in both educational and research settings.

1.1. Intelligent Vehicular Cyber-Physical Systems

ICPSs are an advanced technology that bring together the physical and digital worlds
through the use of sensors, actuators, and intelligent software. These systems are designed
to interact with a physical environment, collect data from sensors, and analyse that data in
real-time using advanced algorithms and machine learning (ML) techniques. Consequently,
ICPSs can make intelligent decisions and execute actions based on incoming data [1]. ICPSs
have the ability to transform various industries such as manufacturing, transportation, and
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energy. They can enhance efficiency, reduce costs, and improve safety in these industries
by providing real-time data and intelligent insights to help optimise the underlying sys-
tem processes. Nonetheless, Rani et al. [2] emphasize that the increased connectivity of
ICPSs also brings about significant privacy and security concerns. As ICPSs become more
prevalent, it is crucial to ensure that they are accurate, reliable, secure, and protected from
cyberattacks. Despite these risks, ICPSs represent the next frontier of technology, with the
potential to revolutionise the way we live, work and commute in the future [3].

Raj et al. [4] conclude that the integration of Internet of Things (IoT) with ICPSs is
paramount for the advancement of transportation systems in smart cities. The authors
assert that autonomous ground vehicles can significantly enhance the efficiency of traffic
management systems, thereby improving road safety by establishing a smart and collab-
orative transportation infrastructure. Similarly, Mahrez et al. [5] confirm that real-time
intelligent transportation systems (ITSs) safeguard vulnerable road users by employing
collision warning systems, speeding alerts, safety indicators, and enhanced vision, radar
and navigation systems. Moreover, they emphasize the potential of ITSs in predicting
passenger, driver and traffic behaviour, which facilitates more efficient traffic management
and routing algorithms. The authors also present ITSs as a key enabler of electric vehi-
cles with varying degrees of autonomy, ranging from assisted driving to semi-automated
or fully-autonomous vehicular systems. Liu [6] further presents a business case for au-
tonomous vehicles equipped with infrastructure-to-vehicle communication capabilities,
and concludes that a collaborative ITS is more efficient and cost-effective than relying solely
on on-board autonomy. Similarly, Pan et al. [7] showcase a smart cloud-based commuting
system that uses collaborative autonomous vehicles to improve passenger experience,
vehicle utilisation and system efficiency within an ITS.

Nevertheless, the implementation of an ITS poses significant challenges. The trans-
portation cyber-physical system (CPS) is a complex entity encompassing diverse physical
components, including vehicles, road infrastructure, human drivers, machines, and sensors.
In particular, the topology of the vehicular transportation network is in constant flux due
to the high-speed movement of vehicles [8]. Moreover, human driver behaviour directly
impacts the network topology, as drivers can join or exit the network at any given time.
The density of vehicles within the transportation CPS also varies depending on the location.
Furthermore, vehicular networks distinguish themselves from other wireless networks by
boasting virtually unlimited power, storage, and computing capabilities [9]. Additionally,
most existing wireless access technologies are not specifically designed to accommodate
fast-moving vehicles. In the vehicular CPS, low latency is crucial for safety-critical ap-
plications that require the timely transmission of emergency messages, but bandwidth
limitations arise, especially when considering multimedia and infotainment transmissions.

ICPSs play a critical role in enabling autonomous vehicles within the transportation
CPS. Chen et al. [10] conduct a systematic review of computing and communication systems
proposed for intelligent vehicles. Specifically, they divide the vehicular architecture into
power and thermal management, storage management, security features, communication
systems, computational hardware, and a variety of sensors and algorithms used to enable
advanced perception, localisation, control and decision making. The authors identify
light detection and ranging (LiDAR), radar, cameras, global navigation satellite systems
(GNSS) and ultrasound sensors as the most commonly employed sensing systems within
autonomous vehicles. They also emphasize the importance of robust communication
protocols for vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), vehicle-to-pedestrian
(V2P), and vehicle-to-cloud/network (V2C/N) communication. Similarly, Novak et al. [11]
review the relationship between autonomous driving behaviours and the underlying
sensing and computing technologies of an ICPS within an ITS framework. Additionally,
Kliestik et al. [12] review state-of-the-art sensor fusion techniques and perception algorithms
that enable autonomous vehicles in an ITS. Consequently, a development platform for
ICPSs must remain compatible with typical sensing and communication systems, while
facilitating research in each architectural layer of an intelligent vehicle.
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The conclusions drawn for autonomous ground vehicles and self-driving cars can
be extended to airborne vehicles, such as unmanned aircraft systems (UASs) and air
taxis. In fact, the emerging fields of advanced air mobility (AAM) and UAS traffic man-
agement (UTM) envision a comprehensive aerial ITS for passenger and cargo deliveries.
Pan et al. [13] systematically review advancements in flying car transportation systems
and discuss the potential of AAM to revolutionise the transportation sector. Dense AAM
operations, however, require advanced communication, navigation and surveillance (CNS)
capabilities, robust cybersecurity systems and enhanced collaborative decision-making
frameworks. Specifically, ICPSs for AAM impose stricter requirements compared to ground-
based vehicles due to the greater safety risks associated with aerial operations. Nonetheless,
the underlying system architecture remains analogous to that of traditional transportation
systems. In fact, Zhou et al. [14] propose a computation and communication framework
for UASs, and highlight the importance of collaborative V2V and V2I communication in
improving the efficiency of the ITS. Furthermore, Shrestha et al. [15] emphasize the neces-
sity of reliable communication protocols for widespread adoption of AAM, suggesting that
6G-enabled ecosystems will eventually supersede current 5G proposals.

Javaid et al. [16] review collaborative communication technologies for UASs as a key
enabler of multi-UAS systems. Furthermore, Wilson et al. [17] review the sensors, communi-
cation technologies, and ML techniques commonly employed in UAS applications. Typical
UASs incorporate camera, LiDAR, radar, ultrasonic, and inertial measurement unit (IMU)
sensors, similar to ground-based vehicles. Additionally, wireless-fidelity (Wi-Fi), Bluetooth,
long-term evolution (LTE) and long-range (LoRa) communication technologies are found
to be prevalent in UAS applications. These findings further reinforce the hypothesis that a
robust ICPS development platform must be compatible with a diverse range of common
sensors and communication technologies.

1.2. Intelligent Vehicular Cyber-Physical System Methods

ICPS methods are employed to design, develop, and operate the systems that integrate
physical processes with digital technologies. These methods are essential for creating
safe, reliable, and efficient CPSs within the transportation CPS [18–21]. By integrating
computing, communication, and control with physical tasks, CPSs can often optimise
industrial operations to achieve improved reliability, efficiency and flexibility [22]. More-
over, the ability to monitor and control operations in real-time often results in quicker
fault resolution and improved safety, especially in the context of autonomous vehicles [1].
In fact, CPSs serve as the foundation of Industry 4.0, a term used to describe increased
automation, connectivity and data exchange in industrial processes. Some commonly used
CPS methods are hereby presented:

• Model-Based Design: This approach involves developing mathematical models of the
physical system and using them to design the control algorithms and software. The
models can be simulated to assess system performance prior to implementation;

• Control Theory: Control theory is used to design control systems that regulate physical
processes and maintain stability. It involves analysing the system dynamics and
developing feedback control algorithms to adjust system behaviour;

• Real-Time Systems: Real-time systems ensure that a CPS responds to changes in the
physical environment in a timely and predictable manner. This involves developing
software that can execute in real-time and meet system timing requirements;

• Cybersecurity: Cybersecurity is essential for safeguarding CPSs from cyberattacks that
can compromise their safety and reliability. CPS methods for cybersecurity include
the development of secure communication protocols, intrusion detection systems, and
access control mechanisms;

• Machine Learning: ML is used to develop ICPSs that can adapt to changing environ-
ments and optimise their performance. This involves training algorithms using data
from sensors and other sources to make intelligent predictions and decisions.
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Notably, on-going developments in artificial intelligence (AI), ML and cloud comput-
ing foster the design of intelligent systems capable of managing multiple intelligent sensors
embedded in ICPSs, as depicted in Figure 1 [23]. These systems support fault prediction,
increased autonomy and self-healing or self-adapting algorithms for safer and more reliable
implementations. Additionally, embedded AI solutions can optimise energy usage and
bandwidth utilisation of interconnected agents, leading to improved system performance
and efficiency. Shuvo et al. [24] conduct a review of deep learning techniques applied to
edge devices such as CPSs, IoT, autonomous systems, embedded hardware, and intelligent
sensors. They highlight the challenges associated with optimising AI algorithms for em-
bedded systems, often addressed through novel algorithms, improved optimisation, and
more effective hardware acceleration or hardware–software co-design. Consequently, the
evolution of ICPSs is inevitable to support the increased levels of autonomy and integration
demanded by industry. A robust development platform for ICPSs must therefore facilitate
the deployment of intelligent algorithms at both embedded and networked levels.

Figure 1. Generic architecture of an ICPS.

1.3. Cyber-Physical Challenges and Technical Barriers

Despite the benefits of ICPSs, several challenges and technical barriers hinder their
widespread adoption, as outlined in Figure 2. Pundir et al. [25], in fact, suggest that
the heterogeneity and complexity of the transportation CPS makes an ITS particularly
susceptible to cyber vulnerabilities and technological challenges.

Figure 2. Challenges and technical barriers of ICPSs.

Reliability, dependability and predictability are fundamental requirements of any
safety-critical system. In autonomous vehicles, for instance, unpredictable behaviour may
lead to fatalities and significant damage to surrounding infrastructure. As technologies
evolve, however, sensors, interfaces and CPS capabilities are becoming more diverse [26].
The lack of a unified set of standards makes it difficult to ascertain the interoperability and
reliability of a system without undergoing numerous and potentially expensive in-field
tests. Moreover, accurately modelling complex CPSs remains a considerable challenge for
their widespread adoption. A unified set of cyber-physical standards must therefore be
developed for different use-cases and applications.
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AI algorithms introduce additional uncertainty, and may take erroneous decisions in
scenarios for which they were not properly trained. This issue is particularly problematic
when autonomous vehicles rely on external infrastructure for navigation, since road mark-
ings and landmarks often vary between different locations and tend to deteriorate over
time. AI must therefore become more explainable and deterministic to support its use in
safety-critical applications. Airbus, in fact, identifies the certification of AI as one of the
biggest hurdles to introduce autonomous aerial vehicles into the airspace [27]. Additionally,
regulations on data privacy may limit the data available to train intelligent algorithms.
Consequently, system performance may deteriorate since AI models are trained over an
insufficiently generic data pool [28]. Furthermore, the large computational power needed
to train AI models poses a significant barrier to their adoption in low-cost systems [29].

The legal ramifications of incorrect decisions taken by ICPSs must also be properly
defined. Legislation should clearly outline who has legal responsibility and insurance
liability in the case of damage caused by autonomous robots or vehicles [30]. In fact,
appropriate governmental policies are deemed necessary by Tran et al. [31] to develop and
implement a successful ITS infrastructure with autonomous vehicles. Ethical dilemmas
may also arise if, for example, an autonomous vehicle must choose between protecting the
driver or safeguarding a passer-by in emergency situations.

Furthermore, technologies supporting the sustainability and maintainability of CPSs
are insufficiently developed for many real-world applications. Several self-adapting and
self-healing algorithms have been proposed in the literature, with most taking inspiration
from biological and physical processes [32–34]. Such techniques, however, have yet to be
adopted in many practical applications, and considerable testing is still needed to ensure
their reliability in safety-critical scenarios. Additionally, Shakeri et al. [35] note that many
existing data management and network technologies are inadequate to handle the increas-
ing amounts of expected data traffic, highlighting the need for significant improvements in
the scalability of CPSs.

Cybersecurity poses another significant challenge in CPSs, with Alguliyev et al. [36]
suggesting that predicting, modelling and preventing cyberattacks are the most complex
problems in any CPS. Al-Mhiqani et al. [37] comprehensively review historical cyberattacks
on government infrastructure, transport systems and industrial companies and propose a
risk analysis technique to evaluate the threat associated with each attack. While research on
cybersecurity is ongoing, considerable work is still needed to cater for emerging hacking
techniques and develop appropriate security standards. Cyberattacks on autonomous
vehicles could otherwise cause catastrophic outcomes, serving as an entry point for cyber
warfare or remote terrorist attacks.

The public perception of AI also presents a fundamental obstacle to the widespread
adoption of ICPSs. Kurniawan et al. [38] argue that research on the social implications of
autonomous vehicles is insufficiently developed. Understanding and shaping the social
acceptance of ITSs can therefore be achieved by identifying the social driving forces behind
autonomous vehicles. Redundancies due to automated labour, for instance, raise several
social and ethical concerns. Community engagement is therefore critical to foster public
acceptance and ensure that increased autonomy is mutually beneficial for both industry and
society. Moreover, Pelau et al. [39] suggest that incorporating anthropomorphic features and
emulating empathy in AI-based systems can enhance consumer acceptance. Denis et al. [40]
also advocate for a socially equitable approach to ICPSs in urban mobility, and highlight
the significant development required by developing countries to meet the infrastructural
demands of ITSs.

A user-friendly development platform for ICPSs can help bridge the gap between
theory and practice by providing a versatile tool to address the outstanding challenges
of ICPSs. Technological, cybersecurity, and AI-related barriers can be directly addressed
through exploratory research conducted within such a system. Furthermore, the platform
can be utilised for educational purposes to facilitate discussions on regulations, social
implications, and ethical concerns surrounding ICPSs, ITSs, and autonomy.
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1.4. Field Programmable Gate Arrays

Overcoming the technical barriers of CPSs requires robust hardware platforms to sup-
port increasingly more complex intelligent algorithms. FPGAs are a promising candidate,
and are defined by Xilinx as:

semiconductor devices that are based around a matrix of configurable logic blocks
(CLBs) connected via programmable interconnects, [that] can be reprogrammed
to desired application or functionality requirements after manufacturing [41].

Boutros et al. [42] highlight the dynamic reconfiguration capabilities of this technology,
thereby supporting self-healing and adaptive hardware algorithms. Moreover, the high
degree of parallelism offered by FPGAs allows them to better replicate parallel physical
processes and support quicker execution of AI algorithms.

Magyari et al. [43] analyse state-of-the-art FPGA applications in IoT networks, high-
lighting their use in ICPSs. They suggest that hardware designs can achieve different
trade-offs between minimising latency, power consumption and form factor, and maximis-
ing throughput, security and data integrity. FPGAs, in fact, facilitate prototyping, and
support a shorter time to market and a simpler design cycle when compared to traditional
integrated circuit (IC) implementations. Consequently, FPGAs are particularly suitable for
demonstrating, developing and testing new ICPS solutions.

1.5. Literature Gaps and Contributions

Existing literature on ICPSs reveals several gaps that must be addressed. Fundamen-
tally, mechanical and cybernetic design philosophies must be better integrated in a single
design approach, backed by reliable regulatory, legal and standardisation frameworks that
support the certification of AI for increased autonomy. Additionally, ML algorithms must
become more reliable to support their use in safety-critical applications such as self-driving
cars and autonomous aerial vehicles. Similarly, advances in swarm intelligence [44], organic
computing [45] and multiagent collaboration [46] will facilitate the integration of multiple
cyber-physical agents into a cohesive ICPS with adaptive and self-sustaining characteristics.

Optimising both hardware and software components is crucial to improve the effi-
ciency of embedded systems and support the transition towards a net-zero transportation
industry [47]. Moreover, cloud computing must improve to cater for the high data man-
agement demands brought about by data-driven algorithms [48]. Cybersecurity protocols
must also evolve to combat the cyber vulnerabilities of safety-critical ICPSs [49–51].

Research to overcome these technical barriers is ongoing, but addressing state-of-the-
art concerns of ICPSs falls beyond the scope of this work. A gap, however, exists for a
simple yet comprehensive ICPS platform that can be used for both educational purposes
and exploratory cutting-edge research. Mohamed et al. [52] review engineering tools and
languages for CPSs. Most existing platforms, however, tend to (1) require a large initial
learning curve, making them unsuitable for educational purposes; (2) offer insufficient
performance capabilities to support their use for prototyping state-of-the-art algorithms and
ICPSs; or (3) solely focus on a single aspect of ICPSs, restricting their ability to demonstrate
and explore all the elements that make up a complete ICPS [53].

This work introduces a simple yet robust platform, suitable for both beginners and
experienced users, to explore the various elements of ICPSs. The platform supports the in-
tegration of multiple sensors, human–machine interfaces (HMIs) and data/communication
links in an FPGA-based embedded system. Multiple embedded agents can also interface
with a supervisory computer for high-level networking, data capture, processing and
display. The entire system thereby allows for both standard and intelligent algorithms to be
implemented at both embedded and networked levels, and remains compatible with a vari-
ety of sensor interfaces, hardware platforms, cybersecurity algorithms and communication
protocols. This platform is suitable for research and educational endeavours, promoting
discussions on ICPSs and ITSs while bridging the gap between ICPS theory and practice.
The main contributions of this work are as follows:
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• Design techniques and considerations for intelligent embedded systems in ICPSs are
comprehensively discussed and summarised;

• A robust FPGA-based embedded system is proposed as an exploratory development
platform for ICPSs, supporting a range of hardware and software implementations for
intelligent vehicular applications;

• The basic functionality of the proposed platform is validated by designing, implement-
ing and testing a simple FPGA-based embedded system with a soft microprocessor
core. This interfaces with an IMU and rotary encoder, as typical elements of a vehicular
CPS, using embedded software to process the collected data and transmit the system
location/orientation and encoder position to a supervisory computer whenever the
encoder shaft is rotated. These data are captured and plotted in real-time by a Matlab
application running on the host computer;

• The developed prototype is reviewed to discuss the suitability of a simple FPGA-based
platform for educational and research endeavours concerning ICPSs and ITSs.

2. System Design and Implementation Methodologies

This section discusses design considerations that are crucial when developing an intel-
ligent embedded system for ICPSs, and summarises the design objectives and requirements
of this work. It subsequently presents the designed system architecture, including all hard-
ware and software elements. This is complemented by an overview of all data processing
algorithms and ancillary HMI features included within the developed prototype.

2.1. Design Considerations for Intelligent Vehicular Embedded Systems

Lee [54] suggests that existing design abstractions for hardware and software systems
are insufficiently compatible to support the development of CPSs, and must be redefined
to better complement the realities of physical processes. Nonetheless, Khaitan et al. [55]
provide a comprehensive analysis of design techniques and applications of CPSs, high-
lighting common approaches found in the literature. They propose that effective hardware
and software co-design is a well-established approach that can streamline and parallelise
system development. Similarly, Segura et al. [56] use a distributed co-simulation protocol
to propose a generic interface for CPS simulation and development.

A co-design methodology is particularly important for an embedded system, where
hardware and firmware must be seamlessly integrated in a single product. An example
of such a co-design flow is illustrated in Figure 3 [57] and promotes a simple yet effective
methodology for the design of intelligent embedded systems. The system description is first
used to identify the primary objectives of the embedded platform. This is partitioned into
unique software and hardware requirements, such that both elements can be developed
in parallel. Sufficient inter-communication is further required to guarantee hardware–
software compatibility. At each development milestone, remaining tasks are re-partitioned,
and the process is repeated until the final embedded system is complete.

When adopting a co-simulation design approach, several design trade-offs need to be
considered based on the specific system under development. Some key considerations for
intelligent embedded systems are depicted in Figure 4 and hereby discussed.

Primarily, an embedded system should maximise its performance in terms of data
throughput, accuracy and speed, particularly in real-time systems [58]. This often imposes
a set of memory and processing requirements on the hardware platform, especially when
complex AI algorithms must be implemented. Notably, autonomous vehicles require high
CNS performance capabilities to remain connected to the ITS, while safely navigating their
environment and avoiding collisions. Bijjahalli et al. [59], in fact, suggest that accurate
navigation is critical for self-driving cars, and propose a low-cost solution to meet this
requirement. Additionally, Namuduri et al. [60] systematically review the current research
on CNS systems for AAM, and highlight the challenges that must be addressed for wide-
scale AAM operations. These include secure V2V communications, enhanced navigation,
and advanced detect and avoid (DAA) capabilities in hostile environments.
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Figure 3. Overview of hardware–software co-design for embedded systems.

In addition to performance, embedded systems must also strive for low power con-
sumption, particularly in battery-operated vehicles and devices [61]. Electric vehicles, for
example, require efficient power usage to minimise the frequency of charging. Moreover,
Swaminathan et al. [62] affirm that the battery life directly impacts the range, utility and
business case of AAM, underscoring the significance of power efficiency in vehicular sys-
tems. A trade-off between performance and power efficiency must therefore be achieved.
Furthermore, embedded solutions must respect the limitations of available hardware re-
sources, which may further constrain circuit design and optimisation requirements [63].
Timilsina et al. [64], for instance, demonstrate that batteries in electric vehicles have a
shorter lifespan than other on-board components, imposing the most stringent design
requirements on the vehicular architecture.

Safety and reliability are also critical design factors, especially when devices are em-
bedded in an ICPS. Compliance with industrial standards for electromagnetic interference
(EMI), electromagnetic compatibility (EMC), and electrostatic discharge (ESD) protection
is particularly important to ensure reliable operation in noisy environments, including
industrial machinery and autonomous vehicles. Zhang et al. [65], in fact, highlight the po-
tential damage to an autonomous vehicle’s transceiver caused by a high-power microwave
pulse, while Arandhakar et al. [66] emphasize the impact of EMI and temperature effects
on electric vehicle performance. Printed circuit boards (PCBs) must also be well-designed
to withstand harsh environments in which they may be deployed. PCBs within moving
vehicles on rough terrain, for instance, require greater resilience to vibrations, while those
embedded close to high-power components require a higher thermal tolerance. Fault toler-
ant designs and hardware redundancies may also enhance system reliability, particularly
in high-risk environments with limited accessibility, such as satellites in outer space [67].

Hardware reliability must be complemented by good cybersecurity features, such
that the embedded system is well-protected from invasive attacks that may compromise
system integrity. Sharma et al. [68] review state-of-the-art cybersecurity developments for
connected autonomous vehicles, stressing the importance of AI-based solutions to combat
cyberattacks. Moreover, Kukkala et al. [69] discuss the cybersecurity challenges surround-
ing autonomous vehicles, and propose a roadmap to address outstanding concerns. Open
challenges include ensuring data privacy, developing tamper-proof AI solutions and evolv-
ing cybersecurity protocols to adapt to emerging cyberattack methodologies. Establishing
public acceptance and trust in autonomous vehicles and ITSs is also crucial. Consequently,
Khan et al. [70] suggest the use of cybersecurity digital labels to inform consumers and
passengers on the cybersecurity health status of intelligent vehicles.

Furthermore, a well-designed embedded system should support future upgrades and
modifications, thereby promoting flexibility and adaptability. Proper documentation is
therefore necessary to ensure that future developers can readily understand the existing
system design and implementation. Moreover, embedded systems must offer a simple
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and effective interface to interact with other agents in the ICPS. In particular, networked
channels and communication buses must be efficiently managed to prevent a single embed-
ded system from saturating a common bus and stalling the entire system. To address this
concern, Choi et al. [71] propose technical solutions to meet the data transfer and latency
requirements of ICPSs using a communication bus topology.

Apart from technical considerations, an embedded system must conform to a specific
form factor according to its allocated enclosure. The practicality of the system should also
be taken into account by minimising costs, predicting a reasonable time-to-market, and
considering potential supply chain shortages [72]. Additionally, the design should incor-
porate a suitable HMI that augments human capabilities within the ICPS. Tan et al. [73]
systematically review the challenges and opportunities surrounding HMIs for intelligent
vehicular applications. They highlight the complexity and heterogeneity of human inten-
tions as a significant challenge for predictive HMI systems, and suggest that recognition
performance must be improved to enable more advanced HMIs. They further observe a
lack of datasets to adequately train HMI models for autonomous vehicle applications.

Figure 4. Design considerations for intelligent embedded systems.

2.2. Design Requirements and Objectives

This work focuses on the development of a simple FPGA-based embedded system that
serves as a versatile tool for educational and research purposes in the field of ICPSs. The
objective is to create a platform that remains compatible with various CNS technologies
while accurately representing the unique requirements of intelligent vehicular systems. To
demonstrate its capabilities, a simple sensory use-case is considered, showcasing how the
FPGA-based embedded system can integrate different aspects of an ICPS and bridge the
gap between theory and practice.

The selected approach involves using an FPGA development board, which provides a
simple solution for interfacing the embedded system with various commercial off-the-shelf
(COTS) components. The FPGA is connected to an IMU and rotary encoder, representing
common sensors and interfaces found in intelligent vehicles. Whenever the encoder shaft is
rotated, the device transmits its location/orientation and the shaft position to a supervisory
computer over a serial communication interface. A high-level application subsequently
captures and plots incoming data in real-time. The prototype thereby encapsulates typical
components of a vehicular architecture. It serves as a preliminary demonstration on how
the proposed platform can be extended to realise a complete ICPS for educational or
research purposes, by integrating a wide variety of different sensors, actuators, processor
implementations, communication links and HMIs. Consequently, this prototype does not
aim to meet specific performance, safety, or security requirements. Instead, its purpose is
to present a simple, robust, flexible, and upgradeable approach for deploying and testing
ICPS solutions and intelligent vehicular algorithms.

Flexibility and upgradeability are identified as critical design features for an experi-
mentation platform which aims to support future ICPS designs and algorithms. To achieve
these characteristics, a COTS FPGA development board is used, allowing for hardware
reconfiguration and interfacing with different COTS sensors and modules. Additionally, a
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soft microcontroller core with limited memory is employed to run embedded firmware.
This offers a familiar coding platform for users that are unfamiliar with hardware descrip-
tion languages (HDLs), while simulating the memory and processing constraints of real
embedded systems. Nonetheless, HDL development is still supported, ensuring that the
platform remains relevant for low-level implementations of embedded ICPS solutions.

To ensure a user-friendly CPS, an on-board HMI is implemented with common features
like a reset switch and light emitting diode (LED) indicator. The system also establishes a
simple data link between the embedded agent and a supervisory computer, which can be
replaced with more complex wired or wireless communication links for testing communi-
cation protocols and cybersecurity algorithms. The supervisory computer can further act
as an intelligent coordinator or server, facilitating communication with multiple embedded
agents to realise a complex multi-agent ICPS. Mizutani et al. [74] even propose a network
solution for inter-FPGA communication in collaborative networking applications. This
confirms that an FPGA-based embedded solution can be readily extended to collaborative
multi-agent vehicular applications.

In summary, the prototyped architecture involves a single FPGA-based embedded
agent interfacing with on-board HMIs, displays, and sensors. In the considered use-case,
the FPGA controls an LED display and communicates with an IMU and rotary encoder.
Additionally, a soft microcontroller core is implemented within the FPGA to enable the
deployment of custom embedded software within the ICPS agent. Each agent is connected
to a supervisory computer via a wired data link, which can be upgraded to support wireless
communication systems. The supervisory computer captures, processes, and displays
incoming data, and can also transmit commands to the embedded agent for controlling
data transmission. Furthermore, the computer can be connected to multiple agents to
create a networked set of embedded ICPS agents, resembling connected vehicles or vehicle
components within an ITS. This is illustrated in Figure 5.

Figure 5. High-level overview of the required system architecture.

2.3. Hardware Design

The embedded system utilises the COTS ARTY A7 development board, housing
an XC7A35TICSG324-1L FPGA with 88,280 logic cells, four 6.6 GB/s transceivers and
250 input/output (I/O) slices. This offers a robust yet low-cost development platform
that can readily interface with several sensors, particularly through the peripheral module
interface (PMOD) standard. Digilent offers well-documented PMOD packages that enable
the quick connection of a wide range of sensors, actuators, memory systems, transceivers,
and displays to the ARTY A7 board. These include sensors such as time-of-flight, infrared,
colour, IMU, humidity, pressure, temperature, and ultrasonic sensors commonly found in
intelligent vehicles. The PMOD packages also offer secure digital (SD) or micro SD card
slots, flash memory extensions, wireless communication modules or transceivers, as well
as a variety of wired communication interfaces, facilitating the deployment and testing of
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embedded algorithms for ICPSs with different memory and communication constraints.
Additionally, there are various button, keypad, joystick, LED, and display boards available
to enable simple HMIs within the embedded system. The wide range of COTS modules
ensures that the platform can be easily customised for different vehicular requirements
without the need to develop application-specific hardware from scratch. The proposed
solution thereby remains an effective tool for facilitating ICPS education and expediting
exploratory ICPS research. Moreover, the ARTY A7 development board offers extensive
community support and resources, including online forums, tutorials, and example projects.
This ensures that users have access to a wealth of knowledge and can easily seek assistance
when developing their ICPS solutions. Nonetheless, custom extension boards can also be
developed and interface with the ARTY A7 board if specific components must be included
for cutting-edge research on a specific vehicular system.

To implement a softcore Microblaze processor on the FPGA, Xilinx intellectual property
(IP) cores are used. The Microblaze processor has 128 kbits of block random-access memory
(BRAM) and incorporates the necessary interrupt, clock, and peripheral controllers in
FPGA logic. This approach allows the microcontroller to be dynamically synthesized
and mapped onto the FPGA’s configurable logic fabric, rather than being introduced as
a physical hardware component. The softcore microcontroller thereby ensures a flexible
and re-configurable design that is suitable for different vehicular applications. All the
implemented cores are inter-connected through the advanced extensible interface (AXI)
protocol that forms part of the ARM advanced microcontroller bus architecture (AMBA),
commonly used in system on chip (SoC) designs. An AXI bus is also employed to connect
the microcontroller to Xilinx IP cores designed to interface with the rotary encoder and NAV
PMOD devices, connected to the JA and JB headers of the development board, respectively.
Moreover, the lite Xilinx IP core for UART communication is included to establish a serial
communication link with the host computer. A set of on-board red–green–blue (RGB) LEDs
are also connected to the microcontroller peripheral controller, to act as a simple on-board
HMI. The use of Xilinx IP cores provides a well-established and reliable foundation for
implementing various functionalities within the FPGA. These IP cores are rigorously tested
and validated, ensuring compatibility and reducing the risk of errors or design flaws.
Consequently, only customised settings, logic blocks and embedded firmware that differ
from default block implementations are detailed throughout this work.

A summary of the hardware design is illustrated in Figure 6. The default clocking
wizard IP core is used to clock the soft-core Microblaze processor and ancillary peripheral
and interrupt controllers. Additionally, an on-board reset switch is used to enable a hard
reset of the clocking and processor logic. A memory module is also connected to the
soft-core microcontroller, with the specified 128 kbits of BRAM, and the default debug
module is implemented to facilitate embedded firmware development. The default AXI
peripheral controller is subsequently used as an interface between the processor core and
all peripheral controller IP cores. Specifically, the default IP cores developed for the PMOD
encoder, PMOD NAV IMU, on-board GPIOs and UART communication are employed and
connected to external peripherals through the ARTY A7 connection headers. Additionally,
the on-board UART-Universal Serial Bus (USB) bridge is used to facilitate communication
with the host computer through a simple micro-USB to USB connection.

The flexibility of the FPGA-based embedded system allows for iterative develop-
ment and rapid prototyping. Users can easily modify and reconfigure the hardware and
firmware to accommodate the evolving requirements and experiment with different design
approaches, accelerating the development cycle. This platform can also be modified to
include different processor implementations. Khairullah [75], for example, showcases the
possibility of realising a reduced instruction set computing (RISC) processor within an
FPGA. The prototype developed in this work, however, solely aims to showcase the poten-
tial of a COTS FPGA board to deploy complete ICPS systems. More complex developments
must also consider additional FPGA design concepts, such as pipelining, occupancy and
datapath restrictions, as reviewed by Monmasson et al. [76].
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Figure 6. Overview of the implemented hardware design.

2.4. Sensor Interfaces and Communication Protocols

Selecting appropriate communication protocols is crucial in any hardware design.
Most ICs support serial peripheral interface (SPI) and/or inter-integrated circuit (I2C)
protocols for intra-board communication, while UART or Ethernet protocols are commonly
used for communication with external devices. Considerable literature [77] exists describ-
ing the operation of such protocols. In general, however, SPI tends to support faster data
transfer than I2C, but requires more connections between peripherals. Additionally, Eth-
ernet offers higher data rates and better noise immunity than UART, at the expense of
non-deterministic behaviour and higher protocol complexity. A summary of this compar-
ison is presented in Table 1. SPI is thereby used to communicate with the PMOD NAV,
ensuring swift IMU data transfer. Conversely, the rotary encoder is monitored through a
set of general purpose I/O (GPIO) pins, and UART is used to communicate with the host
computer. Consequently, the system can be readily monitored using open source UART
virtual terminals. Nonetheless, future platform upgrades may incorporate controllers for
additional communication protocols to better support diverse system requirements.

Table 1. Comparison of typical communication protocols.

Feature UART SPI I2C Ethernet

Data rate <460 kbps <20 Mbps <1 Mbps >1 Gbps

Type of
communication Asynchronous Synchronous Synchronous Synchronous

Hardware
complexity Low Moderate Moderate High

Benefits
Simple and

widely
supported

Full duplex
communication
and low power
consumption

Supports
multiple masters
and only needs a

two-line bus

Good quality
and high data
rates over long

distances

Disadvantages

Restricted to two
devices at a

pre-defined data
rate

Requires a large
number of

connections for
multiple slaves

Half duplex
communication

with low
overhead

Performs poorly
in high data

traffic and is non-
deterministic
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2.5. Embedded Software Design and Data Processing

All sensor interfacing, data collection, low-level processing and data transmission
algorithms are implemented on the softcore microcontroller using the C programming lan-
guage. These are optimised to respect the memory limitations of the Microblaze processor,
ensuring a more realistic prototype scenario. After traversing a custom start-up sequence,
the embedded system has four modes of operation, configured by the switch on the PMOD
encoder board. A high-level overview of the embedded firmware is shown in Figure 7.

Figure 7. Flow-chart detailing a high-level overview of the implemented embedded firmware.

The system is designed to appropriately initialise all interfaces, peripherals and caches
on start-up, according to the datasheet of each respective device. Specifically, the default
libraries for SPI communication with the LSM9DS1 IC on the PMOD NAV were modified
to initialise the device with a sampling frequency of 50 Hz, supporting a quicker data
update rate that is more conducive to the requirements of autonomous vehicles. Moreover,
the internal accelerometer filters were enabled by appropriately configuring the device
registers, reducing the need for subsequent digital filtering in software. Upon completion of
this startup sequence, an appropriate message is transmitted to the supervisory computer
over UART. The code subsequently initialises and resets all run-time variables, configures
the PMOD NAV and reads the IDs of all on-board sensors. These are transmitted over
UART for validation by the supervisory computer.

Calibration offsets for each sensor are determined, by averaging the readings obtained
over 100 successive sampling instances, while instructing the user to not touch the device.
Throughout this process, appropriate messages are transmitted over UART, and the on-
board LEDs are set to blue to indicate that the user should avoid moving the board. At
1 ms intervals, the processor polls the state of the encoder PMOD modules, and disables
the platform when the switch is flipped off. This involves resetting all run-time variables
(effectively resetting the reference frame of the system and the zero position of the encoder
shaft) and setting the on-board LEDs to red. Whenever the switch is flipped back on,
the system re-collects calibration offsets to account for possible temperature variations or
device movements, corresponding to a different effect of gravity along each accelerometer
axis. This calibration procedure ensures that the prototype retains reliable and accurate
results throughout all stages of its operation. Trinh et al. [78] discuss more sophisticated
IMU calibration procedures using Kalman filter techniques. Such algorithms, however,
were deemed beyond the scope of this prototype.
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Upon shaft rotation, the number and direction of discrete ticks or rotary motions are
recorded and converted to the shaft position in degrees using:

P =
# ticks

max # ticks in 1 revolution
× 360◦ =

# ticks
20

× 360◦, (1)

where P is the angular position of the shaft. The result is transmitted over UART to the
host computer, together with the current 3D location and orientation of the board. The
encoder state is polled every 1 ms to ensure that all tick rotations are detected by the device.
A summary of these procedures is illustrated in Figure 8.

If the switch is on, the processor sets the on-board LEDs to green and reads IMU data
at 50 ms intervals. This avoids stalling the processor while being frequent enough to reliably
capture user movements. Incoming accelerometer and gyroscope data are subsequently
processed, as shown in Figure 9. On-board processing eliminates the need for continuous
data transmission to a host computer, thereby improving the communication bus efficiency.
While computationally intensive sensor fusion algorithms could not be implemented on the
limited memory available, several data processing techniques were employed to reliably
and accurately obtain the device position and orientation from the raw sensor data.

Data measurements are calibrated by removing zero offsets and accounting for any
scale factor deviations. Since integration is used to derive position and orientation data
from the accelerometer and gyroscope readings, small numerical offset errors will cause
output saturation and system instability. A mechanical filtering window is thereby imple-
mented, whereby readings below a particular threshold are set to zero to prevent integrator
saturation. A numerical integrator is subsequently used to determine the device orientation
along each axis, with the result manipulated to lie between −360◦ and 360◦ and prevent
register saturation. Similarly, accelerometer readings are converted to metres per second
squared, and a double integration process is used to determine the 3D device position.

For ease of testing, position and orientation are computed in the body frame of the
inertial sensor. The algorithm, however, can be readily used to compute the absolute
device position and orientation in an external reference frame, as described in Section 3.5
below. Moreover, numerical integration is implemented according to the trapezoidal rule
for computational efficiency. Nonetheless, more accurate yet memory-intensive numerical
integration techniques can be used when higher accuracy is needed.

Finally, NXP [79] suggests that small residual velocities after integrating acceleration
data will cause the output of the second position integrator to quickly saturate and yield
large output errors. Consequently, an end-of-movement check is performed, such that the
velocity output of the first integrator is reset to zero if several successive accelerometer
readings indicate that the device is stationary. This is a reasonable assumption, unless the
vehicle is expected to move at a perfectly constant velocity for long periods of time.

Figure 8. Flow-charts summarising device operation during calibration (left), disable operations
(centre), and upon rotation of the encoder shaft (right).
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Figure 9. Flow-chart summarising the algorithm used to process incoming sensor data.

2.6. Data Capture and Human Machine Interface

To complement the on-board LED indicators, a user-friendly HMI is implemented
on the host computer. The serial data transmitted by the embedded system may be
viewed through a virtual serial port (configured for a baud rate of 9600 bps), or captured
and displayed on a custom Matlab application. The latter plots the board location and
orientation against the shaft position, using the algorithm summarised in Figure 10. This
feature serves as a simple demonstration on how the developed prototype supports high-
level data capture and display, and can be readily upgraded to represent frameworks that
are more conducive to vehicular applications.

A call-back function is used to read incoming data whenever a termination character
is detected on the serial port. Each incoming string is subsequently processed and used to
control a real-time display. If the incoming message contains any data, it is extracted and
used to update the plot in real-time. If not, incoming messages are simply displayed in
the Matlab user terminal. Moreover, if a disable message is detected, suggesting that the
on-board reset switch was flipped, the plot is reset in anticipation of a new set of datapoints.
Additionally, the system halts execution if the user presses the Enter key, ensuring that the
application does not become stuck in an infinite loop.

This application can be extended to support bi-directional control of the embedded
system, by transmitting commands over UART to the embedded agent. With appropriate
firmware development, the soft-core microcontroller can poll and decipher incoming UART
commands. Alternatively, standard FPGA logic blocks may be employed to receive and
interpret UART data. Moreover, networked operations across a set of embedded agents can
be realised by simultaneously communicating with multiple embedded agents. Various
online articles and tutorials exist to implement such upgrades, ensuring that the platform
remains accessible to inexperienced ICPS users.
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Figure 10. Flow-chart summarising the implemented Matlab application.

2.7. Implemented Prototype

The implemented prototype is shown in Figure 11, supported by several HDL, con-
straint, C and Matlab files available as an addendum to this work.

Figure 11. Layout of the implemented hardware prototype with an Arty A7 development board.

3. Testing, Results and Discussion

This section briefly reviews testing procedures for CPSs and FPGA-based embedded
systems, before describing the testing approach used throughout this work. It subsequently
presents the results obtained when validating and characterising the implemented pro-
totype. Finally, potential design improvements and future modifications are highlighted,
including techniques to improve system security, efficiency, accuracy and reliability. More-
over, the flexibility of the developed platform is reviewed to assess its suitability as a
development platform for ICPSs and intelligent vehicular algorithms.
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3.1. Testing Procedure

Any intelligent embedded system or CPS must be rigorously verified, tested and vali-
dated to ensure it meets project requirements. Zhou et al. [80] systematically review testing
methodologies and testbeds for CPSs, and conclude that the heterogeneity and complexity
of CPSs pose considerable challenges to existing testing procedures. Nonetheless, the V-
model [81] has been widely adopted as an industry standard for software development, and
can be extended to outline a sequential testing procedure for simple ICPSs. This involves
individual testing of system elements against their respective requirements, followed by
integration testing of multiple elements to assess the system as a whole. Moreover, the
final system must be validated in the expected operation environment, under reasonable
extreme conditions (such as radiation, temperature and humidity levels), and considering
all edge cases and boundary conditions, when possible. While this may be impossible
when considering random physical processes and stochastic intelligent algorithms, every
effort must be made to validate system performance in all anticipated operating scenarios,
particularly in safety-critical applications. Several intelligent algorithms have also been
proposed for automatic optimisation and testing of CPSs [82].

In applications like spacecraft design, physical testing is not always possible, such
that simulations are often used for the initial system validation. In particular, FPGA-based
embedded designs often use behavioural, post-synthesis and post-implementation simula-
tions to sequentially verify the logical, synthesized and implemented designs through a
well-defined test bench, respectively. Additionally, timing, memory and layout constraints
must be met to ensure a reliable implementation.

Zheng et al. [83] review the perception of researchers on CPS verification and val-
idation techniques, and conclude that existing formal methodologies are insufficient to
support the development of robust ICPSs. While simulations or controlled environments
may help mimic the physical process associated with a CPS, these often fall short in accu-
rately representing all the factors affecting the system in its true operating environment.
When possible, in fact, in-field tests are preferable to fully validate system operation. The
ASTREA project undertaken by the University of Malta, for instance, aims to provide a
low-cost pico-satellite platform to directly test the reliability of electronic components and
embedded systems in space, rather than relying on a series of controlled laboratory tests.
Similarly, intelligent vehicles will benefit from physical tests that replicate the physical
ITS environment. Moreover, safety-critical systems such as autonomous vehicles should
adhere to relevant safety standards to guarantee system reliability.

Rigorous testing and characterisation was deemed unnecessary for the implemented
system, since its main purpose is to showcase the flexibility of a platform for CPS research.
Moreover, test-bench simulations for FPGA validation were considered unnecessary since
standard Xilinx IP cores were utilised throughout the hardware design. Nonetheless,
all elements of the CPS were validated against the project requirements, as depicted in
Figure 12. The implemented hardware was first validated by ensuring that the microcon-
troller could successfully communicate with all sensor and communication modules. This
was confirmed by successfully reading the IDs of each sensor and transmitting them over
UART to the host computer. All embedded firmware and data processing algorithms were
subsequently validated by confirming that the system operated correctly in all four modes
of operation. Additionally, the high-level data processing and display algorithms were
validated by ensuring correct processing and display of incoming UART messages. Finally,
all components were tested within the integrated system, and a preliminary characterisa-
tion of the implemented use-case was performed. The primary objective of this research,
however, remains to demonstrate that a simple commercially available FPGA platform can
be utilised for educational and research purposes in ICPSs.
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Figure 12. Overview of the adopted testing procedure.

3.2. System Validation

During system testing, both the individual components and unified CPS exhibited
correct operation. The implemented prototype successfully integrated an IMU, switch and
rotary encoder in an FPGA-based embedded system. Moreover, a softcore microcontroller
was successfully implemented and used to collect, process and manipulate IMU data to
determine the device position and orientation. This information, together with the position
of the encoder shaft, was successfully transmitted over a serial UART interface on shaft
rotation, captured by a Matlab application, and displayed through a series of real-time
plots. Examples showing the observed plots when rotating the encoder shaft and moving
the device along all six degrees of freedom (DOFs) are displayed in Figures 13 and 14.

The implemented HMI was also observed to function correctly, with the on-board
LEDs appropriately indicating the mode of system operation, as shown in Figure 15. The
embedded system further operated correctly when interfaced with an open-source virtual
serial terminal, as demonstrated in Figure 16. Moreover, the custom application successfully
displayed all system status messages, reset the displayed plots on a user reset, and halted
execution upon clicking the Enter key, as shown in Figure 17.

These results affirm the successful design and implementation of a robust and flexi-
ble ICPS development platform. The prototype also demonstrates strong scalability and
extensibility, allowing for seamless integration of additional components and modules as
the complexity of ICPSs increases. With its modular design and flexible architecture, re-
searchers and developers can easily incorporate new sensors, actuators, or communication
interfaces to address specific application requirements. Specifically, all components of a sim-
ple CPS were successfully developed using an FPGA development board interfaced with
COTS components. These included a sensor, visual LED display, rotary encoder, embedded
processor with custom firmware, user-activated switches, and a data and communication
link with a supervisory controller. A high-level application was also successfully deployed
to collect, process and display data received from the embedded agent.

These claims substantiate the platform’s capability to efficiently implement customised
ICPSs without the need for specialised hardware or software expertise. Consequently, this
platform holds significant value for educational purposes by simplifying the complexity of
real-world heterogeneous ICPSs and bridging the gap between ICPS theory and practical
implementation. Notably, sensors and communication interfaces can be readily substituted
with alternative COTS or customised options to fulfil specific application requirements.
Similarly, custom embedded firmware, FPGA logic, and high-level applications can be
developed for different research scenarios, ensuring that the platform remains relevant for
cutting-edge ICPS research. Furthermore, the CPS can incorporate customised communica-
tion and cybersecurity protocols, including intelligent algorithms.
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Figure 13. Summary of plots from six independent validation tests, showing correct system operation
when moving or rotating the device along all 6 DOFs while rotating the encoder shaft.

Figure 14. Plot showing correct system operation when rotating the encoder shaft in both directions,
while rotating the entire board clockwise about the z-axis.

Figure 15. Correct LED display in disabled (left), calibration (middle) and enabled (right) modes.

Figure 16. Example of the HMI when using a virtual serial port.
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Figure 17. Example of the HMI when using the custom Matlab application.

3.3. Prototype Accuracy

Characterising the IMU-based system falls beyond the scope of this work, which solely
aims to demonstrate that an FPGA-based system can be used to develop a complete ICPS.
Notably, the prototype cannot be reliably characterised without an appropriate test setup,
owing to a large degree of human error. Specifically, it is impossible to guarantee that de-
vice motion is perfectly aligned along a particular axis. Nonetheless, crude measurements
demonstrated reasonable accuracy along all six DOFs, as summarised in Figure 18. To limit
inaccuracies, these readings were taken while slowly orienting the platform. This approach,
however, is not conducive of high-speed vehicular applications, and solely aims to demon-
strate correct operation of the implemented use-case. Angular readings were observed
to be more accurate than position readings, as expected due to the additional integrator
needed to extract positional data from the accelerometer readings. These observations
further verified the correct system operation.

Figure 18. Preliminary showcase of prototype accuracy from a crude proof-of-concept test.

When conducting research on the proposed platform in an academic setting, it is
imperative to employ rigorous testing and characterisation methodologies to validate the
hypothesis or research question under investigation. This becomes particularly critical
in the context of autonomous vehicle applications, where stringent testing protocols are
essential to ensure the safety of drivers, vehicle occupants, pedestrians, and other users of
the transportation infrastructure. In fact, Naufal et al. [84] assert that without robust safety
assessments and comprehensive test data, the realisation of autonomous vehicles and ITSs
remains unattainable.
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3.4. Accuracy Improvements

Inertial systems implemented in real ICPSs will likely require considerable accuracy
improvements. While more expensive and accurate IMUs can be used, several processing
techniques may also be employed to improve position and orientation accuracy:

• Thermal compensation algorithms may be included, using the temperature sensor on
board the PMOD NAV to monitor the ambient system temperature;

• Software-based timing algorithms can be replaced with interrupt-based hardware
timers, thereby ensuring more accurate and consistent integration time steps;

• More complex algorithms may be used to fuse magnetometer, gyroscope and ac-
celerometer data and obtain better position and orientation estimates. Several sensor
fusion techniques have been proposed to handle this problem, often based on extended
Kalman filtering [85]. Mahony and Madgwick filters [86] have also been shown to
achieve good accuracy while incurring less computational overhead;

• IMU data can be fused with data obtained from other sensors [87];
• Intelligent embedded algorithms can be used to improve the estimation accuracy [88];
• If real-time data capture is not required, bi-directional digital filters can be imple-

mented after data collection for better estimation accuracy.

3.5. Absolute 3D Positioning

While relative positioning in the device body frame was suitable for demonstrative
purposes, absolute positioning in an external inertial frame is often required. An inertial
system mounted on an UAS or self-driving car, for example, should support position
and orientation calculations in a pre-defined external reference frame. This can be accom-
plished by rotating the acceleration axes using standard rotational matrices. Alternatively,
quaternions offer a more robust representation of the 3D orientation of an object and are
commonly used to translate IMU readings to a defined reference frame. Algorithms using
this hyper-complex number system tend to be more computationally efficient, making them
particularly suitable for embedded firmware within CPSs. Patel et al. [89], for example, use
quaternions to deploy and evaluate IMU fusion algorithms for UAS navigation.

3.6. Efficiency

Embedded algorithms were implemented on a softcore microcontroller to demonstrate
the flexibility of an FPGA-based platform. FPGA resources, however, could be used more
efficiently to achieve better performance with lower power consumption. Custom VHDL
scripts or IP cores, for instance, could be used to manage sensor interfaces and implement
the data signal conditioning blocks in hardware. In fact, Seng et al. [90] systematically
review embedded intelligence on FPGA systems and conclude that high computational
power and low power consumption must be enabled through efficient FPGA designs.

3.7. Cybersecurity Considerations

Since the implemented prototype solely aimed to showcase the robust capabilities of
the proposed platform, no cybersecurity features were designed or implemented. Nonethe-
less, encryption and decryption algorithms can be readily implemented and tested at both
an embedded and supervisory level. Simple linear-feedback shift registers (LFSRs), for
instance, may be used for pseudo-random number generation within a stream cypher [91].
More advanced block cypher and hash function-based encryption may also be implemented
and tested for more advanced cybersecurity protocols. In fact, developing new and resilient
cryptographic techniques remains an open research problem [92–94] and this platform
offers a simple yet effective way to test such algorithms over a one or more data and
communication links. This is especially important for autonomous vehicles and ICPSs
within an ITS, where cyberattacks can have catastrophic and fatal results.
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3.8. Flexibility for ICPS Experimentation

The primary objective of this research is to investigate the potential of using an FPGA
development board with COTS or custom modules to facilitate the exploration, develop-
ment, and testing of ICPSs and intelligent vehicular algorithms. The deployed use-case
demonstrates that this approach offers a viable solution to advance ICPS research, foster
ICPS education, and stimulate discourse surrounding the fundamental challenges associ-
ated with the deployment of ICPSs in autonomous vehicles and ITSs. As opposed to the
platform developed by Zhang et al. [95], this solution explicitly considers the requirements
of vehicular applications, including collaborative and networked ICPSs, stricter safety and
performance criteria, and the need for better cybersecurity protocols. Additionally, the
Raspberry Pi platform proposed by Garcia et al. [96] offers less flexibility than the developed
FPGA-based embedded system, which enables dynamic hardware reconfiguration.

Isakovic et al. [97] suggest that custom hardware can reduce the costs of CPS platforms
for research and education. Their approach, however, does not offer an open-source solu-
tion that is independent of specific hardware and software systems. In contrast, this work
promotes the adoption of COTS development boards and modules to enable a broader au-
dience to engage in ICPS experimentation and advance the emerging fields of autonomous
vehicles and ITSs. Landolfi et al. [98] also propose a platform to support automotive
CPS deployment, but focus on the marketplace architecture rather than emphasizing the
educational and research potential of a technical ICPS experimentation platform.

Several simulation tools have also been developed to aid ICPS research and education.
Schmittle et al. [99] and Iannino et al. [100], for instance, respectively propose simulation
environments for UAS and factory systems. Nonetheless, the hardware-based experi-
mentation platform prototyped in this work offers significant advantages over a purely
software-based implementation. Simulation platforms often lack the ability to simulate low-
level electronics, making it challenging to conduct accurate testing of intelligent embedded
systems. In vehicular applications, ensuring proper power and thermal management at
an embedded level is particularly crucial, highlighting the suitability of a hardware-based
experimentation platform for ICPSs. Similarly, a simulated system may struggle to precisely
model all the elements of the physical system in which an ICPS will be deployed.

Additionally, the proposed platform addresses the need for interdisciplinary collabo-
ration in ICPS research. By providing a platform that integrates hardware and software
components, researchers from diverse backgrounds, such as computer science, engineering,
and transportation, can collaborate effectively to tackle the complex challenges of ICPSs
in autonomous vehicles and ITSs. This interdisciplinary approach fosters a holistic under-
standing of ICPSs, promotes cross-pollination of ideas, and encourages the development of
innovative solutions that consider both technical and societal aspects. Ultimately, it enables
a more comprehensive and integrated approach towards building safe and efficient ITSs.

3.9. Limitations

While the FPGA-based platform presented in this research offers numerous advan-
tages, it is important to acknowledge its limitations in addressing ICPS research questions.
Primarily, cost-effective FPGA development boards are often limited in terms of logic
elements, memory, and processing capabilities. This restricts the complexity and scale
of the solutions that can be deployed within a single embedded agent. Although more
powerful development boards are available, these will significantly increase the cost of such
an experimentation tool. Additionally, the platform is limited by the hardware connections
available on the ARTY A7 development board. Adding more connections or deploying
custom sensors may require custom hardware design and development.

The platform may also face limitations in accurately simulating all aspects of a real-
world environment. Physical factors, such as power management, thermal effects, and
environmental conditions, may not be fully replicated in controlled hardware-based ex-
perimentation, potentially impacting the fidelity of the ICPS evaluation. Nonetheless, this
solution remains a valid and versatile tool for initial exploratory research.
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4. Conclusions

This work successfully demonstrates the potential of an FPGA-based embedded plat-
form for exploring, developing, and testing ICPSs for autonomous vehicles and ITSs. The
developed platform uses COTS components and a customisable FPGA development board
to offer a cost-effective and accessible solution for ICPS research and education. This is
showcased through a simple use-case that demonstrates the seamless integration of vari-
ous sensors, communication modules, and HMIs within an embedded FPGA system. A
high-level application further highlights the platform’s ability to support real-time data
collection, processing and display by a supervisory computer. The proposed solution
explicitly addresses the specific requirements of intelligent vehicular applications, to en-
courage ICPS research and promote discussions on the fundamental issues surrounding
their deployment in autonomous vehicles and ITSs. Moreover, the platform supports the
deployment of low-level embedded firmware, intelligent algorithms, and custom sensor
modules, ensuring that it remains relevant for state-of-the-art exploratory research.

This research offers a valuable resource for researchers, educators, and practitioners
in the fields of ICPSs and ITSs. By fostering interdisciplinary collaboration, addressing
domain-specific requirements, and supporting real-world experimentation, the platform
opens up new avenues for advancing the understanding, development, and deployment of
intelligent and efficient transportation systems of the future.

Future work will focus on enhancing and testing the capabilities of the platform, such
as incorporating advanced ML algorithms for intelligent decision-making, deploying cy-
bersecurity protocols over wired and wireless communication channels, and investigating
techniques for ensuring the resilience and reliability of ICPSs in dynamic and unpredictable
environments. Additionally, the applicability of this tool for CPS experimentation in dif-
ferent domains will be explored. Furthermore, empirical studies and user evaluations
should be conducted to assess the effectiveness and usability of this tool in educational and
research settings. This would provide valuable insights to optimise its research or educa-
tional potential. Finally, different use-cases will be deployed on the developed prototype,
to better understand the capabilities and limitations of an FPGA-based embedded system
for ICPS experimentation and exploration.
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BRAM Block random access memory
CLB Configurable logic blocks
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CPS Cyber-physical system
DAA Detect and avoid
DOF Degree of freedom
EMC Electromagnetic compatibility
EMI Electromagnetic interference
ESD Electrostatic discharge
FPGA Field programmable gate array
GNSS Global navigation satellite systems
GPIO General purpose input / output
HDL Hardware description language
HMI Human machine interface
IC Integrated circuit
ICPS Intelligent cyber-physical system
IMU Inertial measurement unit
I/O Input/output
IoT Internet of things
IP Intellectual property
ITS Intelligent transportation system
I2C Inter-integrated circuit
LED Light emitting diode
LFSR Linear-feedback shift registers
LiDAR Light detection and ranging
LoRa Long range
LTE Long-term evolution
ML Machine Learning
PCB Printed circuit board
PMOD Peripheral module interface
RGB Red-green-blue
RISC Reduced instruction set computing
SD Secure digital
SoC System on chip
SPI Serial peripheral interface
UART Universal asynchronous receiver transmitter
UAS Unmanned aerial system
USB Universal serial bus
UTM UAS traffic management
V2C/N Vehicle-to-cloud/network
V2I Vehicle-to-infrastructure
V2P Vehicle-to-pedestrian
V2V Vehicle-to-vehicle
Wi-Fi Wireless fidelity
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