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Abstract: Immersive technology, refers to various novel ways of creating and interacting with
applications and experiences, e.g., virtual reality (VR), has been used in various simulations and
training where preparing real/physical settings is not ideal or possible, or where the use of virtual
contents is otherwise beneficial. Realizing realistic interactions with virtual content is crucial for a
quality experience and the effectiveness of such simulation and training. In this paper, we propose
a kinematics-based realistic hand interaction method to enable a physically plausible grip-lifting
experience in VR. The method reflects three kinematic characteristics of the hand: the force at
contact points, finger flexion, and the speed of hand/finger motion, and we developed a grip-lift
interaction prototype using the proposed method. To examine the sense of realism and hand poses
during the grip-lift interaction, we conducted a human subjects experiment using the prototype,
resulting in positive effects on the perceived realism and usefulness of the interaction. Grip-lifting is
a fundamental interaction technique that is involved in most embodied interaction scenarios. Our
method would contribute to the design and development of realistic virtual experiences, of which we
will discuss the implications and potential based on our findings.

Keywords: hand kinematics; physical plausibility; realistic interaction; physics-based interaction;
immersive virtual reality

1. Introduction

While experiencing advances in the field of virtual reality (VR) research and develop-
ment, various user interaction mechanisms have been proposed to effectively control virtual
objects using different metaphors in immersive VR environments. Bare-hands interaction
approaches are considered an effective form of a natural user interface in different use cases
and applications, such as simulation, training, and games in VR [1–8]. Grip lifting is one of
the most fundamental and important ways that people interact with virtual objects, e.g., to
pick up and move things around as they want [9,10].

Although sophisticated and delicate interactions are possible in VR via three-dimensional
movements of human hands, the diversity in hand gestures and motions also requires
users to memorize and learn the interaction mechanisms in advance [11,12]. In addition,
most bare-hand interactions do not consider the kinematic characteristics of hands in VR,
e.g., how the user grabs and holds the object, or how much hand force is involved when
they perform grip-lift actions. There was some research that tried to effectively mimic the
hand interactions in the real world considering kinematic characteristics [2,13], but the
studies mostly focused on (or were limited to) the consideration of touch points between
the hand and the target objects, which could still cause a lack of realism.

In this paper, we aim to achieve more realistic bare-hand grip-lift interactions by
considering three different, yet related, kinematic characteristics of the hand to manifest
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the actual movement of the human hand: (1) forces at contact points, (2) finger flexion,
and (3) instantaneous speed during the grip-lift interaction. Here, the force at contact point
indicates the force generated on each of the contact points between the hand surface (fingers
and palm) and the touching object. The finger flexion considers the degree of bending fingers
(or hand in general), and the instantaneous speed reflects how fast the hand moves at the
moment when it grabs the target object. We model the final force of the hand during a
grip-lift interaction using these three factors, which are justified based on previous hand
interaction research in kinematics and robotics [14–16]. We should note that our goal here
is to mimic the realistic grip lifting experience, not for ensuring the success of grip-lift
interaction. In other words, users may or may not be able to lift virtual objects depending
on how much force they use to perform the grip-lift task. Figure 1 shows the general
concept of the proposed method.

Figure 1. The proposed grip-lift interaction based on three hand kinematic characteristics: (1) force at
finger contact points, (2) finger flexion, and (3) instantaneous speed of the hand/finger. Depending
on how much hand force is involved in the grip-lift interaction, the user may succeed or fail to lift a
virtual object in an immersive VR environment.

To verify the validity of the proposed grip-lift method, we conducted a human subjects
study, where participants were tasked to compare their lifting experience in VR using our
kinematics-based method with the experience in a real situation. The participants’ perceived
realism of the lifting experience in VR and the similarity of their hand poses during the
grip-lift interactions were examined. Our research contributes to the realistic bare-hand
interaction literature in the following aspects:

C1: We model a more realistic kinematics-based virtual hand force considering different
kinematic characteristics of a real hand.

C2: We prototype a novel kinematics-based bare-hand interaction using the proposed
model.

C3: We show the validity of the proposed method through a human subjects study.

The rest of the paper consists of the following sections. Section 2 describes previous
research related to hand-based grip-lift interactions, particularly focusing on the character-
istics of a human hand that we adopted in our method. Section 3 explains our proposed
hand force model for physically plausible grip-lift interactions, and also describes a de-
veloped prototype using the model. We present a human subjects experiment to evaluate
the proposed method/prototype in Section 4. The results are presented in Section 5,
and the findings and implications are discussed in Section 6. Finally, Section 7 outlines the
research conclusions.

2. Related Work

This section describes previous research related to our kinematics-based realistic hand
interaction, with respect to three kinematic characteristics of hand/fingers: finger force,
finger flexion, and speed of hand/finger motion.
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2.1. Finger Force in Grip-Lift Interactions

In the field of VR research, previous research suggested physics-based methods to
simulate and assess hand interactions with virtual objects [2,9,13,17,18]. There were some
studies that enabled the grip-lift interaction with virtual hands, mostly based on the
Coulomb friction model. The model, however, considers tangential forces at the contact
points on a target lifting object’s surface regardless of the form of the object or posture
of hands [2,13]. Nasim and Kim [13] introduced a physics-based grasping algorithm,
and applied undifferentiated force only to the fingertips contacting the virtual object.
Another study by Höll et al. [2] calculated the forces at contact points simply based on the
distance from the finger joint locations. Since that distance ratio is used within a finger
joint, there is no difference in the general force generated for each finger joint. However,
if the same force is always considered at the internal part of hands regardless of the pose
and the force of the hand, grip lifting could be implausibly successful even in situations
where the lifting should not (or cannot) be possible in reality, which could break the user’s
sense of presence/realism in the virtual environment.

Previous hand kinematics studies have identified force differences across the parts
of the fingers when lifting an actual object with hands [14,19,20]. Moreover, those studies
identified the force difference in contact points where the palm and fingers touch an
object when trying to grab the object [14,19,20]. Especially, the study by Kargov et al. [14]
determined the force difference across fingers in detail using the Dyna-8 force measuring
system in the descending order of the thumb, index finger, middle finger, ring finger,
and little finger. Being inspired by these studies reflecting the detailed force of each finger
in grip-lift interaction, our model for realistic grip-lift interactions adopted different hand
force distributions.

2.2. Finger Flexion in Grip-Lift Interactions

Previous studies related to hand anatomy and kinematics have shown that flexor
muscles located on the fingers and palm are responsible for the flexion of the wrist and
fingers. Not surprisingly, those muscles have an important effect on the grip strength of
fingers and palm [21–24]. According to previous kinematic studies, hand grasp motion is
divided primarily into power, precision, and intermediate (optional) grasps [25–27]. Based
on this classification, it was confirmed that the force varies depending on the curvature
of the area touching the object by the connected nodes of each finger [26]. In addition,
Hu et al. [28] identified that greater force is engaged when the fingers are in a bent position.
This means that the actual hand can take a different grip form due to the flexion of the
hand, and the force is generated differently.

Some robotics studies enabled object lifting interactions using the flexion movement
of fingers of (humanoid) robots [15,16,29]. They described that the pressure generated
from bending the hand in this process increased to produce a high-pressure force [15,16].
Furthermore, evaluating the extent of finger movement angle is essential to reflect the angle
difference of the flexion of finger joints. A review by Lee et al. [30] explored the function
of actual hands from the perspective of bio-dynamics, such as kinematics and dynamics
based on previous studies. The section on finger movement studied was summarized to
identify the mean maximum flexion angles [30], which we also used in our method.

2.3. Motion Speed in Grip-Lift Interactions

In previous studies, hand interactions were modeled to reflect the speed of the entire
hand in the force generated by the hand [2]. However, the speed of the entire hand or of
the consequently moving virtual object may not be sufficient to reflect the force from the
user’s hand. In some robotics studies, the speed of each finger joint is applied biologically
by the grip force of the hand connected to the forearm muscle [31,32]. Iyengar et al. [31]
confirmed that the moving speed of the arm affects the grip force of the fingers. In another
study by Tigue et al. [32], a finger tendon model and its simulation were developed using
the Bond graph modeling method. Biomechanical modeling was used, which reflected each
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finger’s speed based on the movement of fingers by the tendon initiating from the forearm
connected to the hand [32]. Salisbury et al. [33] used a basic kinematics concept regarding
the mechanical hand for a method to determine the relationship between the force applied
on an object when grabbing it using fingers and the speed change of the fingers. Given
these preceding studies in different fields, our research considers the speed of the contact
points that touch a virtual object and reflects the power of the hand to interact with the
object, which we will describe more in the following sections.

3. Methods and Development

To achieve realistic grip-lift interactions in VR, we propose a hand force model for
bare-hand interactions that reflects the kinematic characteristics of the hand. We also
develop an interaction prototype using the proposed model as shown in Figure 1. This
section will describe the details of our method and specifications for the prototype.

3.1. Kinematics-Based Hand Force Model

For a realistic hand force model, we consider the forces at contact points, which touch
the target object’s surface, the flexion of the finger, and the instantaneous speed of the hand
when the object is grip-lifted. In our model, the force at a contact point (Fc) is defined with
different weights considering the size and strength, including friction of different finger
parts; e.g., a thumb has more strength than a little finger, whereas previous studies often
applied the same weights consistently [2]. The finger flexion (Bc) represents how tightly the
user grabs the object, and we define it as a ratio of the degree of bending on a finger joint to
the maximum degree that the joint can have. We apply the finger flexion affection to our
model as a coefficient value based on previous hand kinematics studies that determined a
tendency that finger forces are dependent on finger flexion when gripping through various
experiments [34,35] and used linear regression analysis to calculate the real hand force [36].
Finally, the instantaneous speed of the hand (Sc) is derived from the movement speed of
the finger parts at the moment of lifting, in which the factor is also inspired by results of
previous hand kinematics research that showed finger movement speed accelerated to hand
force [37]. Therefore, we simply affect the factors in the formulation as a coefficient value.

By multiplying these three factors, we calculate the final force considered in kinematics
at the single contact point (Fk; Equation (1)). We only consider contact points that refer to
the points where the hand (or fingers) touches the virtual object. Finally, the hand force (F)
is calculated by adding all the final force at (n) contact points touching the virtual object
(Equation (2)). Here, we consider the flexion ratio and the speed as weight values, and the
unit of the final hand force (F) is Newton (N).

Fk = FcBcSc (1)

F =
n

∑
i=1

(Fk)i (2)

The final hand force will be used to determine whether the user can actually lift the
virtual object or not, depending on the weight of the object. For example, a threshold (T)
can be calculated based on the object’s mass (m) and the gravity (g) (Equation (3)), and the
unit of this threshold is the same as Newton (N: kg·m/s2). By comparing the user’s hand
force with this threshold, the grip-lift interaction can be performed successfully or not.

T = mg (3)

if F ≥ T, succeed to lift the virtual object

if F < T, fail to lift the virtual object
(4)

The details of the three kinematic factors that influence the hand force will be described
below.
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3.1.1. Force at Contact Point (Fc)

Inspired by previous hand kinematic research [14,38], our method assumes that the
force applied to an object will be related to the area of a user’s hand touching the object.
Thus, we only consider the contact points of the hand/fingers to calculate the force of the
finger parts. We first divide the hand into different parts that could contact the surface
of the virtual object during grip lifting; for example, 51 possible contact points—three for
each finger part, which is separated by the finger joint, depending on the touching angle
(3 × 15), and six on the palm (see yellow boxes in Figure 2). In our method, the center
of the finger part is considered as a contact point to the lifting object. Since each finger
has different strengths due to the skeletal/muscle structure, size, and shape, we assign
different weights to some of the finger parts in VR similar to real fingers, which is inspired
by a previous kinematics study [14]. The parts on the thumb, the parts on the index and
middle fingertips, and the metacarpophalangeal joint of the index finger (16 parts in total),
which are marked with red circles in Figure 2, are assumed to have twice stronger force
compared to other parts.

Figure 2. A virtual hand model that shows the finger parts (possible contact points) and the force
weights. The yellow boxes are the offset areas including contact points. The boxes with the red circle
are assigned with double weight—twice stronger force than the box without the red circle. The hand
model was from Epic Games’ Unreal Engine.

The force at a contact point is calculated by simplifying the tangential force in the
same way as in the previous study, assuming that the friction coefficient and the normal
vector are constant [2]. The force of the finger part touching the object, i.e., contact point,
(Fc), is calculated by multiplying the general force of each point (Fg), friction coefficient
considering surface material (µ), and normal vector considering force direction (Nv):

Fc = µNvFg (5)

A general force of each contact point (Fg) can be estimated by dividing the known/assumed
baseline hand grip force by the number of parts that we have. For example, if a male adult
has 300 N of average grip force, the general force of each part would be 4.5 N; the parts with
red circle marks are 9 N due to the assigned weight. This value can be adjusted depending
on the user’s profile; e.g., women and children might have less strong grip force compared
to adult men.

While previous research mostly considered one section per finger part/joint for com-
putational simplicity, or defined all the area of the finger part as the contact points, which
required additional calculations [2,39], our method reflects a three-dimensional form of the
hand in detail by dividing each finger part into three subsections: left, right, and middle
parts. Moreover, previous studies assigned the same general force values (Fg) to all the
contact points regardless of their positions on the hand, which could limit the adaptability
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of the method [2,19,20]. However, our method could apply different general forces to the
contact points considering the kinematic characteristics of the real hand and fingers.

3.1.2. Finger Flexion (Bc)

Another important factor that we consider to model the hand force is finger flexion—
how much a user bends their fingers to grip an object. The more the finger bends, the more
tightly the object is gripped even in the same general hand force [28]. The user would
exert more force when gripping the object tightly, so we assume that the force on the
contact point would be proportional to the degree of finger flexion. Therefore, we define
the finger flexion value (Bc) as a ratio of the degree of current flexion of the finger part to
the maximum degree that the part can make. The formula for this finger flexion value is
as follows:

Bc = 1 + (Ac/Amax) (6)

where Ac is the angle that shows how bent the contact point is and Amax is the maximum
angle to which the contact point can bend. Considering the case when the fingers are fully
stretched, and its impact in Equation (1), we add 1 as a default value for the finger flexion;
thus, the range of the flexion value would be from 1 to 2—a fully stretched finger and a fully
bent finger, respectively. Figure 3 illustrates the flexion angles of fingers as an example.

Figure 3. Examples of finger flexion values for three joints.

3.1.3. Instantaneous Speed (Sc)

The muscles in our arms, hands, and fingers will be engaged when we grip and lift an
object up by influencing all the joints and changing the location of body parts [31,40]. In
other words, the force that we exert using the muscles will directly influence the speed of
the separated finger movement during the grip-lift action [20]. Not surprisingly, this speed
is an important clue to estimating the finger force, which eventually becomes hand force.
Therefore, our method considers the finger’s instantaneous speed (Sc) when the user grips
and lifts up the object in our hand force model. The formula used for the instantaneous
speed of the contact points on the hand is shown below.

Sc = 1 + (D/t) (7)

where D indicates the distance between the contact points (or the finger parts) where the
hand touches the objects, and t is the time that takes to reach the distance after the object is
gripped. Since we consider the instantaneous speed of the motion, we can empirically set
a relatively small value to t, e.g., 0.1 s. Similar to the default value of 1 for finger flexion
in the formula, we also set 1 for the instantaneous speed as a default value considering
the case when there is no movement of the hand. The original unit for D/t is m/s, but we
consider this as a weight value, so the unit can be ignored. The range of Sc would also be
roughly from 1 to 2 assuming that the user would move their hand less than 10 cm for 0.1 s
when they first grab the object.
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3.2. Prototype Development

Given the hand force model proposed in Section 3.1, we developed a physically
plausible grip-lift interaction prototype in an immersive VR environment. We aim to
provide a realistic grip-lift experience to the users, possibly with different virtual objects.

HTC Vive Pro was used to render the virtual environment and the grip-lift simulation
with virtual objects to lift. We used a virtual hand model provided in Epic Games’ Unreal
Engine 4.25 (Epic Games’ Unreal Engine: https://www.unrealengine.com/ (accessed on
6 April 2022)) and developed an interface for the user to move their virtual hands in the
VR environment while they were moving their own hands in the real world. HTC Vive
Hand Tracking SDK (HTC Vive Hand Tracking SDK: https://developer.vive.com/resourc
es/vive-sense/hand-tracking-sdk/ (accessed on 6 April 2022).

The contact points on the hand were placed based on the finger part description in
Section 3.1.1, which consisted of 51 possible contact points with different weights (see
Figure 2). Each of these finger parts included a collision detector so that we could identify
which parts actually touched the virtual object during the grip-lift interactions. According
to the study by Kargov et al. [14], the total force of a hand is approximately 16.7 N, which
we used in our prototype considering a relatively light object to lift, e.g., 1–2 kg. Dividing
the total force by the number of possible contact points (67 on a hand, counting the double-
weighted points as two), the general force of each contact point could be set at 0.25 N. We
assumed constant values for the surface material friction (e.g., µ = 1) and the normal vector
(or the touching direction, Nv = 1) for simplicity of the interaction [41]. For the finger
flexion, the angles of finger joints except for the palm (Ac = 0) were calculated similarly to
the previous study by Wang et al. [42], and the maximum flexion value was adopted from
the result in Lee et al. [30]. We measured the instantaneous speed of the hand while setting
the time at 0.1 s empirically to consider the momentary speed.

4. Experiment

We conducted a human subjects experiment to examine whether our proposed method
(and prototype) could provide VR users with a realistic grip-lift experience similar to the
actual grip lifting in reality. The details of the experiment are described in this section.

4.1. Participants

We recruited 15 participants (male: 12, female: 3; age M: 26.47, SD: 3.34) from our
university community. All of the participants had normal or corrected-to-normal vision.
None of the participants reported known visual or vestibular disorders, such as color
blindness, dyschromatopsia, or a displacement of balance. All the participants were right-
handed, which they used during the grip-lift interaction tasks in the experiment. They
participated in this study voluntarily without monetary compensation. This study was
conducted during the COVID-19 pandemic and followed all necessary guidelines required
by our institute.

4.2. Study Design

A within-subjects experiment was designed where the participants performed the
same grip-lift interactions in an immersive virtual environment while varying the condi-
tions in two ways:

• Limited Kinematics (LK): Equivalent finger forces were applied for all the contact
points. In other words, the grip-lift interaction was simulated only based on the
number of contact points without considering the force weights, flexion, and speed.

• Full Kinematics (FK): All three kinematic characteristics were applied to simulate the
grip-lift interaction as we proposed in Section 3.

Based on our assumption that the consideration of multiple kinematic characteristics
will improve the realism of the grip-lift interaction in VR, we established the following
hypotheses with respect to the user’s subjective perception and objective hand motion:

https://www.unrealengine.com/
https://developer.vive.com/resources/vive-sense/hand-tracking-sdk/
https://developer.vive.com/resources/vive-sense/hand-tracking-sdk/
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H1. Participants’ perceived realism of the grip-lift interaction in the FK condition will be higher
than in the LK condition.

H2. Participants would feel the grip-lift interaction in the FK condition is more useful in realistic
simulation/training than in the LK condition.

H3. Participants’ hand poses during the grip-lift interaction in the FK condition will be more
realistic (e.g., similar to the actual hand poses in reality) compared to the poses in the LK condition.

4.3. Task and Settings

We wanted our participants to compare their grip-lift experience in VR with the actual
grip-lift in reality; thus, we first let them experience the real grip-lift in the real world
with a real object. Considering the diversity of the participant population, e.g., female and
male with different hand strengths, we prepared a relatively light object, a 1.8 kg cylinder
bar with a curved surface. The participants were informed of the object weight, and they
were asked to use their dominant hand to perform the grip-lift task (see Figure 4a). We
situated six grip lifting scenarios to examine participants’ perceptions and hand motions
during grip-lift interactions. The scenarios considered the three kinematic characteristics
that we reflected in our hand force model: (1) force at the contact point, (2) finger flexion,
and (3) instantaneous speed. Two situations were prepared relating to each kinematic
factor. For example, participants were guided to use their thumb and index finger (high
weight), or their thumb and little finger (low weight), for the task related to finger force so
that they could have opportunities to use different levels of hand force during the tasks.
Similarly, participants were asked to try bending their fingers differently and moving them
at different speeds regarding the finger flexion and speed (see Table 1 for details).

Figure 4. Grip-lift tasks used in the experiment: (a) baseline real experience: grip lifting a 1.8 kg
real cylinder steel pole using the dominant hand in the real environment, (b) experimental virtual
experience: grip lifting a corresponding virtual object in an immersive VR environment without the
real object, and the participant’s egocentric view in VR.

Table 1. Grip-lift scenarios used in VR for our experiment. Six interaction scenarios were prepared to
address different kinematic factors—two for each factor.

Grip-Lift Scenario Task Situation Label

Finger force
Use the thumb and index finger to grip and lift the object A

Use the thumb and little finger to grip and lift the object B

Finger flexion
Bend the fingers and tightly grip the object to lift C

Bend the fingers and loosely grip the object to lift D

Instantaneous speed
Exert force to quickly grip and lift up the object E

Exert force to slowly grip and lift up the object F

After the grip-lift task with the real object as a baseline experience, participants had
the same six grip lifting scenarios in VR without the real object to compare their virtual grip
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lifting experience with the real object (see Figure 4b). By comparing the real object baseline
setting and the test setting in VR, participants could evaluate how similar the experience in
VR was to the experience in reality.

4.4. Procedure

When participants arrived, we explained the general goal of the research to compare
the grip-lift interaction in reality and VR, and the details of the experiment. Once the
participant agreed to participate in the experiment, they were guided to the experimental
space where they performed the grip-lift tasks described in Section 4.3. Once they finished
the real grip-lift task with the real object as a baseline experience, we asked them to
remember how they felt about their grip-lift experience with the real object so that they
could compare it with the experience in VR with the virtual object. After that, we had them
don an HTC Vive Pro headset to start the virtual grip-lift experience, which consists of six
different situations (see Table 1). We had the participants perform the grip-lift interactions at
least two times for each situation so that they could have sufficient experience. At the end of
each situation, the participants answered a questionnaire about their perception of the grip-
lift experience in VR compared to the experience in reality. Participants experienced both
experimental conditions: LK and FK, in which we varied the level of kinematic factors used
in the hand force model to simulate the virtual grip-lift interaction (see Section 4.2). The
experiment was finished after the participant completed all the virtual grip-lift interactions.

4.5. Measures

To examine the realism of the virtual grip-lift interaction using our proposed method,
we used both subjective and objective measures.

4.5.1. Subjective Measures

To measure participants’ perceptions of the virtual grip-lift interaction, we prepared a
questionnaire with four questions, which are about the perceived realism and usefulness of
the experienced grip-lift interaction in VR. All the questions were on a 5-point Likert scale
(1: strongly disagree; 5: strongly agree).

Perceived Realism

Participants answered three questions about their perceived realism in the grip-lift
interaction that they had in VR compared to the previous experience with the real object
(see Q1–Q3 in Table 2). Those questions covered different aspects of perceived realism: the
lifting result, the engaged hand force, and the hand poses.

Usefulness

Participants also answered a question about the usefulness of the system/interaction to
mimic (or replace) the reality considering the potential use of the virtual grip-lift interaction
in training and simulation contexts (see Q4 in Table 2).

Table 2. Questions to collect participants’ subjective perception of the virtual grip-lift interaction.

Q1 (Result realism) The lifting result that I experienced in VR was similar to the result in the
real situation with the real object.

Q2 (Force realism) The level of force applied to my hand to lift the virtual object was similar
to the level in the real situation with the real object.

Q3 (Pose realism) My hand pose during the grip-lift interaction in VR was similar to the
pose in the real situation with the real object.

Q4 (Usefulness) The grip-lift interaction that I experienced in VR would be useful to
simulate realistic virtual training.
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4.5.2. Objective Measure

To objectively examine the realism of the grip-lift interaction in VR, we measured
participants’ hand poses while comparing them with the actual hand poses with the
real object.

Hand Pose Similarity

The similarity of hand poses in VR to the poses in the real world during the grip-lift
interaction was evaluated quantitatively to compare the similarities between the experi-
mental conditions, FK and LK. In other words, the similarity between the hand poses in the
FK condition and the poses in the baseline real setting was compared with the similarity
between the hand poses in the LK condition and the real setting. To obtain the exact hand
pose from a third-person perspective, OpenPose [43] was used to extract 21 keypoints of
hand at a fixed position in the study environment; for this, one Logitech HD 1080p camera
was placed facing toward the participant to capture the pose of the hand while avoiding
any occlusions (see Figure 5). OpenPose has been widely used to compare such similarities
of hand poses or gestures [44,45].

The participant was asked to pause for about 2 s before and after touching the real or
virtual object. The similarity of the hand pose was calculated using the frames in between.
The dynamic time warping (DTW) method, which is commonly used to recognize human
poses and evaluate the similarity [44,45], was used to calculate the similarity scores in our
experiment by comparing the frames in between. Further, 21 keypoints detected were
converted to vectors, and the DTW distance was calculated based on those keypoints
coordinate sequences. The third-person perspective camera and the similarity score could
solve some issues, e.g., video frame comparisons when the operation speed of motion is
different or the points in each video are different when it is calculated using the Euclidean
distance. The similarity score ranges from 0% (not similar at all) to 100% (exactly the same).

Figure 5. Setting for quantitative hand pose similarity evaluation: (a) view in third person perspective
with RGB camera, and (b) estimated pose with OpenPose [43].

5. Results

In this section, we report the results of the realism measures, i.e., the subjective and
objective similarities of the grip-lift experience in the FK or LK condition to the real grip-lift
with the real object.

5.1. Subjective Measures

Due to the ordinal data type of the questionnaire responses and sample size, we used
nonparametric Wilcoxon signed-rank tests to compare the perceived realism between the
FK condition and the LK condition, with a significance level at α = 0.05.

5.1.1. Perceived Realism

In general, the reported scores in the FK condition for the three questions (Q1–Q3 in
Table 2) related to the perceived realism were higher than the scores in the LK condition
with statistical significance. As a high-level result, we combined all the responses for Q1–Q3
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using a mean value as a representative realism perception score (Cronbach’s alpha: 0.843)
and compared the scores between the LK and FK conditions.

The result showed that the realism score in FK (Mdn = 3.92) was significantly higher
than the score in LK (Mdn = 3.11); Z = −8.549, p < 0.001, r = 0.52 (a large effect based
on Cohen’s classification in Wilcoxon signed-rank tests [46]) (see Figure 6). This means
that our proposed method with three kinematic characteristics of the hand could provide a
more realistic grip-lift experience compared to the method that only considered the static
finger force.

Figure 6. Results of the perceived realism using averaged scores in Q1–Q3. Medians and standard
deviations are used for the bar plots. Statistical significance: * (p < 0.05), ** (p < 0.01), and *** (p < 0.001).

To understand the detailed effects, we further analyzed the reported scores among the
different interaction scenarios per individual question. The details of the results are shown
in Figure 6 and reported below.

For Q1 related to the perceived realism of lifting result, we found statistically signifi-
cant differences in all three interaction scenarios.

• Finger force (A and B in Table 1): FK > LK; Z = −2.153, p = 0.031, r = 0.39 (effect size:
moderate to large).

• Finger flexion (C and D in Table 1): FK > LK; Z = −3.623, p< 0.001, r = 0.66 (effect
size: very large).

• Instantaneous speed (E and F in Table 1): FK > LK; Z = −2.013, p = 0.044, r = 0.36
(effect size: moderate to large).

On average for all these three interaction scenario categories, the score in the FK
condition (Mdn = 3.77) was higher than the score in the LK condition (Mdn = 2.91), with
statistical significance; Z = −4.619, p< 0.001, r = 0.49 (effect size: moderate to large) (see
Figure 6—Q1). This indicates that participants felt the result of the grip-lift interaction
in the FK condition was more similar to the real grip-lift interaction with the real object
compared to the LK condition.

Similarly, for Q2 related to the perceived realism of the engaged hand force, we also
found statistically significant differences in all three interaction scenarios.

• Finger force (A and B in Table 1): FK > LK; Z = −3.112, p = 0.002, r = 0.57 (effect size:
large).

• Finger flexion (C and D in Table 1): FK > LK; Z = −3.186, p = 0.001, r = 0.58 (effect
size: large).

• Instantaneous speed (E and F in Table 1): FK > LK; Z = −3.030, p = 0.002, r = 0.55
(effect size: large).

Again, for the average of all three interaction scenarios, the score in the FK condition
(Mdn = 3.92) was higher than the score in the LK condition (Mdn = 3.02) with statistical
significance; Z = −5.365, p< 0.001, r = 0.56 (effect size: large) (see Figure 6—Q2). This
indicates that participants felt the level of the engaged force in the FK condition was more
similar to the force in the real grip-lift interaction with the real object compared to the
LK condition.
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Finally, for Q3 related to the perceived realism of the hand pose, there were statistical
significances in all three interaction scenarios.

• Finger force (A and B in Table 1): FK > LK; Z = −3.123, p = 0.002, r = 0.57 (effect size:
large).

• Finger flexion (C and D in Table 1): FK > LK; Z = −3.207, p = 0.001, r = 0.59 (effect
size: large).

• Instantaneous speed (E and F in Table 1): FK > LK; Z = −2.592, p = 0.010, r = 0.47
(effect size: moderate to large).

Again, for the average of all three interaction scenarios, the score in the FK condition
(Mdn = 4.08) was higher than the score in the LK condition (Mdn = 3.39) with statistical
significance; Z = −5.004, p< 0.001, r = 0.53 (effect size: large) (see Figure 6—Q3). This
means that participants felt their hand poses in the FK condition were more similar to the
poses in the real grip-lift interaction with the real object compared to the LK condition.

5.1.2. Usefulness

The results of Q4 (Usefulness) showed that the score in FK (Mdn = 3.77), which consid-
ered three kinematic characteristics of hand, was higher than the score in LK (Mdn = 3.00);
Z = −4.738, p< 0.001, r = 0.50 (effect size: large) (see Figure 7). For the details in different
interaction scenarios, we found statistically significant differences in all three scenarios.

• Finger force (A and B in Table 1): FK > LK; Z = −2.567, p = 0.010, r = 0.47 (effect size:
moderate to large).

• Finger flexion (C and D in Table 1): FK > LK; Z = −3.145, p = 0.002, r = 0.57 (effect
size: large).

• Instantaneous speed (E and F in Table 1): FK > LK; Z = −2.495, p = 0.013, r = 0.46
(effect size: moderate to large).

This indicates that our kinematics-based method was perceived to be more useful for
simulating real grip-lift interactions compared to the method that only considered static
finger force.

Figure 7. Results of the usefulness (Q4). Medians and standard deviations are used for the bar plots.
Statistical significance: * (p < 0.05), ** (p < 0.01), and *** (p < 0.001).

5.2. Objective Measure

As an objective measure to examine the realism of the grip-lift interaction using our
proposed method, we analyzed participants’ hand poses when they performed the grip-lift
interaction in VR, comparing them with the poses with the real object.

Hand Pose Similarity

We compared each participant’s hand pose similarities to the baseline real setting
between the FK condition and the LK condition. Figure 8 shows the details of the similarity
scores in all three interaction scenarios, which were described in Table 1. In the interaction
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scenarios related to finger force, more participants showed hand poses similar to the real
grip-lift situation in the FK condition (A: 11 participants, B: 10 participants) compared to the
LK condition (A: 4, B: 5) (see Figure 8a). However, the number of participants who showed
hand poses similar to the real situation was almost the same between the FK condition
(C: 7, D: 7) and the LK condition (C: 8, D: 8) in the scenarios related to finger flexion (see
Figure 8b). In the scenarios related to instantaneous speed, more participants in the FK
condition (E: 12, F: 10) appeared again, showing similar hand poses to the real situation
compared to the LK condition (E: 3, F: 5) (see Figure 8c). In general, more participants
made similar hand poses to the real situation in the FK condition than in the LK condition;
however, the effect did not appear to be strong.

Figure 8. Results of objective hand pose similarity scores between each condition (LK, FK) and
the baseline real setting (%). Blue boxes represent the cases when FK shows a higher hand pose
similarity score than LK. The interaction scenarios related to (a) finger force, (b) finger flexion,
and (c) instantaneous speed are described in Table 1.

6. Discussion

Through the analysis of subjective measures, our results show that the participants felt
that the grip-lift interaction using our method (FK), which adopts three kinematic characters
of hand, was more similar to the real grip-lift interaction (i.e., realistic) compared to the
method that adopts the static finger force only (LK). Participants particularly mentioned
that they occasionally experienced more difficulty to lift the virtual object (or even failed
to lift it) in the FK condition. This difficulty (or failure) of grip lifting could actually make
the experience perceived more realistic because lifting such an object would/should not be
easy in reality when loosely grabbing it. These results support our hypothesis (H1) about
the higher realism using our method.
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The results also show that participants perceived the proposed method would be more
useful in realistic simulation and training, supporting our hypothesis (H2).

Most simulation and training experiences in immersive virtual environments, e.g., vir-
tual training for construction workers, involve or aim to have dynamic hand interactions
with virtual objects, e.g., selecting, grabbing, lifting, or moving. Realistic/natural hand in-
teraction is one of the key factors to render realistic, effective simulation and training in VR,
without breaking the sense of presence [47]. Our kinematics-based hand interaction in the
grip-lift context would be an effective solution to create such realistic training environments.

Regarding our hypothesis (H3) pertaining to objective hand pose similarity, the num-
bers of participants who displayed more realistic hand poses—in other words, more similar
to the grip-lift hand poses with the real object—were higher in the FK condition than in
the LK condition for certain scenarios, e.g., related to finger force and instantaneous speed.
However, the differences are not huge; thus, we would not draw any strong conclusions
for the hypothesis at this point. This might be because the participants mostly relied on
visual cues, e.g., the virtual object’s size and shape, which were provided equally in the FK
and LK conditions, when grabbing the object.

Interestingly, given the results of the subjective measure in Q3 regarding the perceived
pose realism, the participants thought their hand poses in the FK condition were more
realistic than the LK condition, although we did not necessarily find such realism in the
objective hand pose analysis. This is particularly interesting because it shows that the
user’s perception can be positively influenced by our method while not changing their
actual motions. The absence of the physical lifting object in both FK and LK could probably
have mitigated the effects of our method on realistic hand poses.

Our experiment showed positive effects of the proposed method on perceived real-
ism and usefulness, but we should also admit some potential limitations, which lead us
to future research directions. Although the proposed model is indeed generalizable to
different participant profiles, e.g., male, female, adult, and children with different hand
force levels, we set certain values in the model for the simplicity of our experiment. Further
research with various participants and different shapes and sizes of virtual objects should
be conducted to consolidate our findings, which we are currently planning with a larger
sample size.

Some might observe that the proposed method is too simple to mimic the diversity
of real hand poses and force. However, we would like to highlight that it is our intention
to generate a simple yet effective model, which can be constructed around the kinematic
parameters, and prove its usefulness in practice. Future research towards more complex
force models and sophisticated optimization is still open while considering multimodal
inputs beyond visual cues, such as electromyographic (EMG) signals.

7. Conclusions

In this paper, we proposed a novel kinematics-based grip-lift hand interaction method
and developed a prototype using the method. The hand force model in our method
considered finger forces at contact points, finger flexion, and instantaneous speed to realize
a physically plausible realistic grip-lift experience in VR. Our experiment showed that the
kinematics-based method could improve the sense of realism during grip-lift interactions.
The findings would be beneficial for designing and developing more realistic virtual
experiences, which require natural and realistic hand interactions. We discussed possible
limitations of our study with the limited sample and the simple hand force model, but also
highlighted the strengths in practice. To address such limitations, we currently plan follow-
up studies with more participants and different object and interaction settings, and further
research on modeling and developing realistic hand interactions in VR is encouraged.
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