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Abstract: The technological advances we are witnessing today have stimulated the creation of many
3D virtual environments for various purposes, from entertainment to industry to education. While
the majority of these environments are perfectly suited for the healthy population, we should not
forget about impaired people living among us. Regarding children’s education, one may wonder
how impaired children handle them. Do they find them usable and attractive? How well do they
handle basic activities in 3D environments, including orientation and interaction with objects? The
experiment presented in this article provides answers to these questions within a specific setup.
The experiment used a custom web application with several 3D virtual environments in a desktop
virtual reality setting. The participants were 12 children, aged 8–14, with multiple impairments,
predominantly hearing impairment, borderline and mild degree of mental retardation, and inferior
communication skills. The answers can be regarded as positive and are based on results gathered in
the form of completion times and the System Usability Scale questionnaire scores. The article also
reports on a significant relation found between completion times and questionnaire scores. Future
research directions, including those related to the Metaverse concept, are discussed, too.

Keywords: 3D virtual learning environment; virtual reality; education; evaluation; children; impairment;
disability; completion time; SUS questionnaire; Metaverse

1. Introduction

Thanks to the recent developments in computer hardware and software, we have ob-
served a significantly increased use of three-dimensional (3D) virtual learning environments
(VLE), which utilize virtual reality (VR) technologies on various levels—from a desktop
VR, with standard input and output devices, to an immersive one, with VR headsets.

Three-dimensional VLE help to teach students various topics, including anatomy [1],
nursing [2], or binary counting [3]. They can also be used to form virtual engineering labo-
ratories [4] and train surgeons [5,6], firefighters [7], or construction workers [8]. In addition,
the ones utilizing immersive VR can help students to perceive and understand certain
parts of an image better by means of stereoscopic 3D pictures [9], to learn about nursing
from 360-degree videos [10], or to program in pre-designed graphical environments in an
interactive way [11]. While numerous studies have dealt with 3D VLE utilization for the
healthy population, the number of those focusing on pupils or students with impairments
or disabilities is limited. This is especially true for the research measuring their performance
in and assessment of 3D VLE, where, to our best knowledge, only a handful ([12–16]) of
recent studies exist.

The experiment described in this article focused on the basic practical usability of
3D VLE in the education of children with multiple impairments. The experiment used a
custom web application, named LIRKIS-SpecEdu-VRSchool, with several 3D VLE covering
selected topics taught at elementary and secondary schools. Twelve children with multiple
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impairments, aged 8–14, participated. The impairments and disabilities included hearing
impairment (all participants), borderline and mild degree of mental retardation, and inferior
communication skills. Within this limited setting, the experiment tried to find answers to
the following research questions:

RQ.1 Given written instructions, are the children with multiple impairments able to per-
form basic activities in 3D VLE, in a reasonable time (up to 15 min)?

RQ.2 Do the children themselves find 3D VLE usable and attractive?

The basic activities in RQ.1 involve rotation, movement and interaction with objects.
During the experiment, the participants had to fulfill several tasks, focusing primarily on
activities in 3D VLE. Some activities in the 2D parts of the user interface were carried out
too, to be able to compare the performance in both settings. To find the answer to the first
question, the completion times of the individual tasks were measured and notes about
participants’ performance collected. To answer RQ.2, a modified version of the System
Usability Scale (SUS) questionnaire, designed by C. Putnam et al. [17] especially for chil-
dren, was used. The experiment used a desktop VR setting. In accordance with other
researchers, such as Lee et al. [18] and Makransky et al. [19], by desktop VR setting we
mean a standard computer with an LCD panel as an output device and a keyboard and
mouse as input devices. To keep the results independent from a particular learning content,
the tasks performed in the 3D VLE were tutorial activities, focused on the understanding
of written instructions and turning, moving, and interacting with objects in 3D environ-
ments. The uniqueness of the experiment and its results dwells in the composition of the
participants and the presence of both completion times and usability evaluation by means
of a standardized questionnaire (SUS). On the other hand, the composition and number of
the participants, together with the specific setting of the experiment, present limitations to
the results. The participants of the experiment were pupils of the Pavol Sabadoš special
boarding school in Prešov, Slovakia, which educates children with multiple impairments,
both physical and mental. The experiment was a part of a long-term cooperation between
the authors and the school, involving the development of several software applications
and hardware devices, most notably a school desk with an integrated computer and touch
screen, and an educational application implementing an original pictogram-text interface
and gesture visualization [20]. The experiment was carried out in one of the classrooms of
the school.

The rest of the article is organized as follows. Section 2 deals in more detail with
the aforementioned works on 3D VLE for impaired children and utilization of the SUS
questionnaire in similar settings. Detailed information about the participants, the web
application used and the tasks of the experiment is given in Section 3. Section 4 describes
how the experiment proceeded and the modified SUS questionnaire. Section 5 presents the
experiment results and Section 6 interprets them, primarily in the context of the research
questions formulated. The article ends with concluding remarks on future perspectives in
Section 7, including the Metaverse point of view.

2. Related Work

The work most related to ours is [12] as it involved participants with multiple im-
pairments and focused on their performance in a 3D VLE. Rhmadiva et al. [12] created
a game for improving children focus, designed for VR headsets and aimed at the most
common issues in autism. The game is divided into four sections: subjects’ focus, focus
with distraction, rules and signs, and eye gazing. To evaluate user performance in the
game, the authors conducted an experiment involving two participants with autistic traits.
In addition, one of the participants had a motor skills impairment and the other one a
difficulty to focus. The values measured were accuracies in the individual sections of the
game and completion times. The results of the experiments were used to improve the
game. Our work differs from [12] in the larger number of participants and a different mix
of impairments, especially considering hearing.
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Other similar studies, focusing on students’ performance in VLE in terms of completion
times, can be found outside of the 3D realm. For example, in [21] Zhang et al. present
an experiment with 2D collaborative games, involving individuals with autistic spectrum
disorder (ASD) and typically developing (TD) ones, to establish system feasibility and
tolerability, especially in a field of social communication. The games focused on sequential
or parallel collaboration of two partners. There were 28 participants, but only 7 with ASD.
In addition to the completion times, the performance was also measured by the success
frequency, collaborative action duration, and collaborative movement ratio. The authors
also used self-report questionnaires of their own design.

Returning to the 3D realm, another closely-related group of studies involves those
evaluating participants’ skills or knowledge improvement after carrying out corresponding
activities in 3D VLE. Here, pre- and post-measurements (tests) are the primary evaluation
method. These studies include [13], where Adjorlu et al. evaluated 3D VLE for teaching
money skills to adolescents with ASD. Five male students aged 18–22 with IQ from 40 to
61 participated. The authors also listed their observations on every student in plain text
form. In [14], Cecil et al. created 3D VLE covering several topics, such as the assembly
of simple vehicles, a manufacturing process, or the properties of various materials. Four
middle school and four high school students, all with ASD, were involved and the VLE
were used in two settings: the fully-immersive VR, with VR headset, and the desktop VR,
with an additional haptic device. While the number of participants in both [13,14] was
smaller than in our study, Elfakki et al. [15] involved no fewer than 40. The 40 participants
in [15] were all female students with learning disabilities and the 3D VLE represent a virtual
physics laboratory. The level of evaluation in [15] was higher than in [13,14] as it included
cognitive tests and a division of the participants into the experimental and control groups.
Similarly to our approach, the experimentation in [15] took place in a traditional desktop
VR setting and 3D VLE were interconnected with a 2D user interface (2DUI) part, this time
provided by the Moodle learning management system. Another similarity, not present in
other works, is utilization of web-based 3D VLE, albeit the software framework used was
different (SLOODLE in [15], A-Frame in our case).

One common feature of the works [13–15] is that they involved participants with a
single impairment (ASD, in [13,14]) or a very limited number of impairments (learning
disabilities, in [15]). The work featuring both 3D VLE and an impairment mix closest to
ours is [16], albeit the setting and capabilities of the VLE are quite different. Cakir et al. [16]
present an augmented reality (AR) application providing 3D VLE to individuals with
various impairments. The VLE aimed at enriching the educational process and raising
motivation and attention. The application was used on mobile devices and contained
several scenarios (e.g., Day and Night, Important Vehicles) with animations for students to
observe. The experiment performed involved six students, two with the cerebral palsy and
other impairments (including one case of hearing impairment), one with autistic spectrum
disorder and mental retardation, one with mental and growth retardation, and two stu-
dents with moderate mental deficiency (Down syndrome). The experiment lasted for eight
weeks and each participant used the application for two lessons per week. Knowledge
improvement and attention to the teaching material were measured, with positive results.
In addition, the teachers involved prepared textual observations on student performance
and user experience. However, no standardized questionnaire was utilized. The inclusion
of AR is inspirational, but the 3D environments used provide limited interactivity only and
do not seem to be walkable.

SUS Questionnaire Utilization

The SUS questionnaire [22,23] is a reliable and valid tool [23] and a de facto industry
standard for usability measuring. It has been used multiple times for evaluating VLE,
both 2D and 3D, for example, by Borsci et al. [24] for a 3D VLE training car maintenance,
by Huang et al. [25] for teaching 3D model creation and by Lee et al. [26] for teaching
aircraft maintenance.
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The way in which the SUS questions are formulated may render them hard to under-
stand for children. This issue is addressed in [17], where Putnam et al. introduced two
different modified versions of the SUS questionnaire, one for the age group 7–8 and one for
9–11. They also addressed the validity and reliability of the modifications and suggested
using icons instead of numbers for the answers of the questionnaire. Since their introduc-
tion, the modified questionnaires from [17] have been used in several studies, for example
in [27] to evaluate the Novelette VLE for visual storytelling and in [28] for WordMelodies,
a mobile application supporting inclusive teaching of literacy skills, evaluated by visually
impaired children. For the usability evaluation, our work uses the 7–8 age group version of
the modified SUS questionnaire from [17] with a graphical smiley-o-meter, 5-point Likert
scale as in [27].

3. Experimental Setup

The experiment took place in a classroom at the Pavol Sabadoš special boarding school in
Prešov, Slovakia. The participants were 12 pupils attending the school, aged 8–14, with multi-
ple impairments, predominantly hearing impairment, borderline and mild degree of mental
retardation, and inferior communication skills. Hearing impairment was present in all
participants. The medical diagnoses of the participants included ADHD (F90.X diagnoses
according to IDC-10 [29]), dyslalia (F80.0), developmental dyspraxia (F82), developmental
dysphasia (F80.1, F8.2), epilepsy (G40), Down syndrome (Q90), and Coeliac disease (K90.0).
The participants had no previous experience with 3D VLE. However, similar experiences,
for example with 3D games, could not be excluded. The influence of potential previous
experience with 3D games was partially minimized by the fact that turning around in our
3D VLE requires the left mouse button to be pressed, while in most games it is enough to
move the mouse. During the experiment, the participants used a web application with mul-
tiple 3D VLE (Section 3.1), running on desktop computers in the maximized window mode.
In the application, they carried out tasks according to prepared scenarios (Section 3.2).
While fulfilling the tasks, their performance was measured and after fulfilling them, their
user experience was evaluated. This process followed the procedure described in Section 4.
All the texts in the application and the questionnaires used were in Slovak. Here, we
present their English equivalents with the same meaning.

3.1. Web-Based Virtual Learning Environments Application

The web application used is called LIRKIS-SpecEdu-VRSchool and it had been devel-
oped at the home institution of the authors. It was implemented using the React JavaScript
front-end software framework [30] for 2D user interface (2DUI) and the A-Frame frame-
work [31] for 3D VLE with various learning activities. The Networked-AFrame [32],
an extension of A-Frame, was used to allow 3D scene sharing by multiple users. A demo
version of LIRKIS-SpecEdu-VRSchool is available at [33]. The demo version has some ad-
vanced features, such as a creation of new learning activities, disabled, but it allows to carry
out all the involved tasks exactly as in the experiment.

The design of LIRKIS-SpecEdu-VRSchool was developed in consultation with special
education teachers. This resulted in an increased usage of colors and icons in the user
interface controls. The textual instructions are kept simple and rendered in relatively large
capital letters. There was also a dilemma whether information should be provided in a
spoken or textual form. Considering the target audience, the textual form was chosen.
This is because of the hearing impairment and the fact that people with certain mental
impairments, for example Down syndrome, have problems perceiving speech and process
written information better. Based on the requirements of the teachers and our previous
experience with similar applications, we excluded class management support and focused
on learning activities. There are two types of activities, individual and group ones, and each
of them occurs in a dedicated 3D VLE (scene). In the individual activities, the user follows
written instructions to fulfill corresponding tasks. Examples of implemented individual
activities include finding all conifer trees in a forest for the Nature subject or crossing a road
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for the Civics subject. In addition, there are tutorial activities, teaching the basics of 3D scene
handling. The group activities occur in collaborative environments where multiple users
can join and see each other’s avatars (Figure 1b). To distinguish between the roles, different
avatars are used for students (pupils) and teachers. All 3D environments use a first-person
perspective. The application also allows the addition of new scenes and editing of existing
ones by means of a modified A-Frame inspector. The appearance of the application can be
seen in Figures 1–6. Figure 1 presents how the application is used at the boarding school,
while Figures 2–6 focus on the parts involved in the experiment. It should be noted that
the screenshots in Figures 2–6 have been captured in a minimalist mode, to maintain both
a compact size and readability of the texts depicted. Therefore, the individual elements
may be arranged in a slightly different way than during the experiment. To receive the
same experience as the participants, it is recommended to try the demo version [33] of the
application in the maximized window or full screen mode.

(a) (b)

Figure 1. Selected features of LIRKIS-SpecEdu-VRSchool not used in the experiment: a pupil of the
Pavol Sabadoš special boarding school using a 3D VLE for the “Nature-Forest” topic in standalone
mode (a) and the same VLE in collaborative mode with 2 pupils and 1 teacher (b). In (b), the second
pupil avatar is not visible as the screenshot is taken from his point of view.

3.2. Scenarios

Two scenarios were designed for the experiment, the first one focusing on the two-
dimensional user interface (2DUI) and the second one on the three-dimensional UI (3DUI),
i.e., the 3D VLE.

The first scenario, 2DS (Figure 2), focused on navigating the 2DUI of the application
from the initial screen to one of the individual activities. It consisted of two subsequent
tasks, 2DS.1 and 2DS.2:

2DS.1 In the initial screen of the application (Figure 2a), choose the student role by clicking
the blue “Student” button. Then, choose the subject “Nature” by clicking on the
corresponding card (Figure 2b).

2DS.2 Choose the “Forrest” topic (Figure 2c) and then the “Find conifer trees” activity
(Figure 2d).
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(a) (b)

(c) (d)

Figure 2. LIRKIS-SpecEdu-VRSchool 2DUI screens for the tasks 2DS.1 (a,b) and 2DS.2 (c,d).

−14.5

0

18

 −14.5 0 18

P (0,0)

S2 (0,−7.7)

L (7.1,2.2)

(−4,−4) S1

x

z

Figure 3. Layout of the 3D virtual environments, used in the scenario 3DS, from above. The positions
are in meters.
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The second scenario, 3DS, took place in the 3D virtual environments of the tutorial
and was divided into three tasks:

3DS.1 Perform the tutorial activity “Turning” (Figure 4).

3DS.2 Perform the tutorial activity “Moving” (Figure 5).

3DS.3 Perform the tutorial activity “Rules” (Figure 6).

The appearance of these three environments is almost identical. Their layout is shown
in Figure 3, with horizontal coordinates (x and z axes) of the right-handed coordinate
system, as used by A-Frame. Components in the environments are a square fence with side
length of 32.5 m (the black square in Figure 3), a player (P), a star (S1 or S2) and a lollipop (L).
The star object is placed at the position S1 in 3DS.1 and at S2 in 3DS.2. The lollipop is on
the same position L in both 3DS.1 and 3DS.2. The 3DS.3 environment does not display the
star or the lollipop. The exact coordinates of these objects in meters are given in brackets.
The first one is the horizontal coordinate (x) and the second one is vertical (z).

(a) (b)

(c) (d) (e)

Figure 4. 3D VLE screenshots capturing the instructions and significant moments of the task 3DS.1:
the initial instructions (a,b) and the VLE appearance before the individual sub-tasks (c,d) and after
completing the whole task (e).

In the first tutorial activity, “Turning” (3DS.1), the user finds him- or herself in the
middle of the virtual environment, facing north (Figure 4a). He or she sees a floor with a
checkerboard pattern, blue sky, the fence in the distance and a white panel with instructions.
The panel dominates the view as it is the object on which the user should focus first.
Depending on the size of the browser window where the application is running, the user
can also see the star object on the left. Here, the star is visible in Figure 4b, where the user
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has already turned left a little. The goal of the activity is to teach the user how to turn and
point at objects in the environment. How to do this is given by the textual instructions in
the first two steps of the activity (Figure 4a,b). After the user reads and understands the
instructions, he or she clicks on the green “CONTINUE” button. The controls are always
active in the environment, so the user may try to turn (or move) even when reading the
instructions. After that, the user is asked to use the knowledge gained to point at the star
(Figure 4c,d) and, subsequently, at the lollipop (Figure 4d,e).

(a) (b) (c)

(d) (e)

Figure 5. 3D VLE screenshots capturing the instructions and significant moments of the task 3DS.2:
the initial instructions (a,b) and the VLE appearance before the individual sub-tasks (c,d) and after
completing the whole task (e).

The second activity, “Moving” (3DS.2), proceeds in a way similar to the first one.
Again, the user reads the instructions (Figure 5a,b) first, this time about how to move in
the 3D environment. Then, he or she learns about (Figure 5c,d) and performs the actual
task, which is not only about pointing at but also about moving to the star (Figure 5d) and
the lollipop (Figure 5e) objects. One may wonder why the instructions in Figure 5c start
with “Turn until you find a star”, as the star is positioned right in front of the user. This is
because the user may try to look around or move while reading the instructions, so the star
may be out of sight when he or she gets to the actual task.

The last task, 3DS.3 (Figure 6), can be considered relaxing as its first steps are about
reading information on how to behave in 3D environments (Figure 6a,b) without the need
to apply the information immediately. The last step (Figure 6c), however, is of a different
nature as here the user has to locate a 2D control, a green house icon in the top left corner of
the environment, and click on it in order to get back to the initial screen of the application.
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(a) (b)

(c)

Figure 6. 3D VLE screenshots capturing the instructions of the task 3DS.3 (a,b) and the VLE appear-
ance after completing 3DS.3 (c).

4. Experimental Procedure

The experiment took place in a computer-equipped classroom at the Pavol Sabadoš
special boarding school. There were enough computers for all the participants and the com-
puters were powerful enough to run the LIRKIS-SpecEdu-VRSchool application smoothly
in full-HD. The participants used the application in a standard desktop VR setting. This
means that the graphical output was displayed on a full-HD widescreen LCD panel and
the participants controlled the application by keyboard and mouse. The setting was similar
to the one shown in Figure 1a, but with standalone LCD panels and the environments
described in Section 3.2. The LCD panels used were 22′′ wide and the application ran
in maximized window mode. The participants were familiar with the computers, knew
how to use MS Windows, a web browser, and to navigate standard web pages on a basic
level, provided that the user interface is localized (in Slovak). They had not used 3D
environments in the educational process prior to the experiment.

Immediately before the experiment, a stopwatch application and a web browser
with the initial screen of LIRKIS-SpecEdu-VRSchool (Figure 2a) had been started on every
computer. After that, the experiment proceeded as follows:

1. The participants were seated to the computers by the personnel overseeing the experiment.
2. The personnel gave the participants instructions on how to accomplish the tasks of

the first scenario (2DS).
3. The personnel answered questions from the participants to clarify the instructions.
4. The participants carried out the tasks of 2DS while the personnel used the stopwatch

applications to measure completion times. The personnel also made notes about the
performance of the participants.



Electronics 2023, 12, 2792 10 of 18

5. For each participant, the personnel prepared LIRKIS-SpecEdu-VRSchool for the 3DS
scenario by starting the tutorial activity “Turning”. This resulted in the scene shown
in Figure 4a.

6. In order to accomplish the 3DS scenario tasks, the personnel told the participants to
follow the instructions on the white panels.

7. The participants carried out the tasks of 3DS while the personnel used the stopwatch
applications to measure completion times. The personnel also made notes about the
performance of the participants.

8. After each participant had completed the 3DS scenario, the personnel told the par-
ticipants that they will be given a questionnaire to express their opinions on the
application.

9. The participants filled in the modified System Usability Scale (SUS) questionnaire,
given in a paper form. While filling in, the personnel answered corresponding ques-
tions to make sure that the questionnaire was understood correctly by the participants.

The SUS questionnaire [22] is considered an industry standard for usability measure-
ment, however, due to the relative complexity of its questions, its original form is not
suitable for the participants in our experiment. Therefore, we took a modified wording
of the SUS questions, introduced in [17] for children 7–8 years old. The wording of the
questions is given in Table 1, with the original ones on the left and the ones we used on
the right. Our questions are identical to [17], with three exceptions. In Q1, we used “often”
instead of “a lot more” for easier understanding. To reflect the fact that our participants
were pupils of a boarding school, we replaced the word “friends” with “classmates” in
Q7. For Q9, we used an alternate form, the one introduced in [17] is “I was proud of how I
played the game”. This change was made to exclude self-estimation of the participants from
the answers. In all questions, we refer the application as “the game”. This is because we
presented it as a game during the experiment. Another modification of the questionnaire,
inspired by [17], was to present the answers in a pictorial form. The SUS questionnaire
uses a 5-point Likert scale, going from “I strongly disagree” (value 1) to “I strongly agree”
(value 5). We replaced the numbers with the icons shown in Figure 7.

Table 1. The original questions of the SUS questionnaire and their modified versions, used in the
experiment.

Question Original Modified (According to [17])

Q1 I think that I would like to use this sys-
tem frequently.

I would like to play this game often.

Q2 I found the system unnecessarily complex. The game was hard to play.
Q3 I thought the system was easy to use. I thought the game was easy to use.
Q4 I think that I would need the support of a

technical person to be able to use this sys-
tem.

I would need help to play the game
more.

Q5 I found the various functions in this sys-
tem were well integrated.

I knew what to do next when I played
the game.

Q6 I thought there was too much inconsis-
tency in this system.

Some things in the game made no sense.

Q7 I would imagine that most people would
learn to use this system very quickly.

The game would be easy for my class-
mates to learn.

Q8 I found the system very cumbersome
to use.

To play the game I had to do some
weird things.

Q9 I felt very confident using the system. I felt good about how I played the
game.

Q10 I needed to learn a lot of things before I
could get going with this system.

There was a lot to learn to play the
game.
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Figure 7. A “smiley-o-meter” scale, composed of emoticons, used in the SUS questionnaire instead of
numerical values.

5. Results

As follows from the implemented procedure, the experiment produced three sets of
results: the completion times of the 2DS and 3DS scenario tasks and the usability evaluation,
based on the modified SUS questionnaire.

The completion times for 2DS can be seen in Figure 8. For each participant, the com-
pletion time of the task 2DS.1 is shown inside a dark blue bar, followed by the completion
time of 2DS.2 in a light blue bar. The last number, right to the bars, is the total completion
time of 2DS. In 2DS.1, we also intended to find out whether limiting the clickable area
to a button with a text instead of a whole card, including a graphical icon, presents an
issue. Such an issue was reported by all the participants as they tried to click on the icon
first, instead of the button. Participants P6, P7, P8, and P10 also showed uncertainty when
choosing the “Forest” topic in the first step of the task 2DS.2. They were not sure whether
they had really chosen the activity after clicking the “Forest” card. The utilization of the
same icon (a conifer tree) for both the topic (Figure 2c) and most of its activities (Figure 2d)
was identified as the source of the confusion.
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Figure 8. Stacked bar chart with the 2DS scenario tasks completion times of the experiment partici-
pants in minutes:seconds.

The completion times of the scenario 3DS and its three tasks are presented in Figure 9,
in the same way as in Figure 8. Regarding specific problems encountered in 3DS.3, partici-
pants P3, P5, P7, and P10 had problems realizing that the green house icon is a clickable
button. The most common problems during the whole experiment were associated with
reading the instructions (for P1, P3, P7, and P8) and manipulating the mouse (for P3, P7,
P8, and P10). Participant P8 also had issues with overall movement coordination and
P7 manifested chaotic behavior and relatively low motivation to accomplish the tasks.
In addition, P3 and P7 found it hard to concentrate on the given tasks.

The usability evaluation results can be seen in Table 2. The columns Q1 to Q10 contain
the numerical values of the answers chosen by the participants while the last column lists
the SUS score, a number from 0 to 100, computed in the standard way [22,23]. The resulting
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SUS score of the experiment is 81.6. Despite the fact that wording suitable for children was
used, the majority of participants needed an additional explanation by the personnel when
filling in the questionnaire.

To reveal potential relations between the collected sets of results, we ordered the
participants according to the completion times from longest to shortest and according to
the SUS score from lowest to highest. The results of the comparison are shown in Figure 10.
A very strong relation can be seen between the ordering of the total completion times of
both the 2DS and 3DS tasks and the SUS scores (Figure 10b), where the placement of 10
out of 12 participants is identical or nearly identical (i.e., the difference in placement is
0 or 1). The participants with the same SUS score were ordered in accordance with the
completion time ordering. The relation between the completion times of the 2DS and 3DS
tasks (Figure 10a) is weaker; however, even here more than the half of the participants (7)
have an identical or nearly identical placement.
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Figure 9. Stacked bar chart with the 3DS scenario task completion times of the experiment participants
in minutes:seconds.

Table 2. SUS questionnaire answers and score of the participants.

Participant Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 SUS Score

P1 3 2 5 2 5 1 5 2 5 3 82.5
P2 3 2 5 2 5 1 5 2 5 3 82.5
P3 2 3 5 2 5 2 5 3 5 3 72.5
P4 5 2 4 2 5 1 5 2 5 2 87.5
P5 5 1 4 2 5 1 5 1 5 3 90
P6 5 1 4 2 4 2 5 1 5 2 87.5
P7 1 3 3 3 4 3 5 3 3 2 55
P8 4 2 3 2 4 2 5 2 5 3 75
P9 5 2 4 2 5 2 5 1 5 3 85
P10 3 3 3 2 4 2 5 1 5 2 75
P11 5 1 5 1 5 1 4 1 5 2 95
P12 5 2 5 1 5 1 4 1 5 2 92.5
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Figure 10. Scatter plots showing the relationship between the ordering of the 2DS and 3DS completion
times (a) and of the total completion times and SUS scores (b) of the participants. The dotted lines
are linear trend lines, the blue ones are computed from the data and the grey ones are hypothetical,
for the case when both orderings match.

6. Discussion

Within the limitations of the experiment carried out, we may consider the research
questions RQ.1 and RQ.2, defined in Section 1, answered positively.

Regarding RQ.1, the tasks involved in the experiment covered all the basic activities
expected from a utilization of 3D VLE within a lesson: navigation to a corresponding topic
(2DS) and rotation, movement, and manipulation of objects in 3D VLE according to written
instructions (3DS). The total time needed to complete both scenarios was 7:24 min on
average (min = 5:53, max = 11:09). Therefore, even for the worst performer (P7), the time
needed was significantly shorter than the 15 min limit. This limit was chosen because it
represents one third of a standard, 45 min long, lesson. In addition, if the participants are
able to successfully accomplish the tasks within this limit, it is possible to assume that the
standard lesson provides enough room for topic-related activities, including explanation
and specific tasks in 3D VLE. While further investigation is needed to fully support this
assumption, a comparison of the 3DS.1 and 3DS.2 completion times speaks in its favor.
On average, it took the participants 1.92 times longer (min = 1.47, max = 2.42) to complete
3DS.1 than 3DS.2, even though 3DS.1 only involved turning while 3DS.2 also required
moving in the environment. This indicates that the participants adapted to the environment
quickly. Performance increase associated with repeated use of a VLE was also observed
by Rahmadiva et al. [12], albeit in their case, the task was the same in every repetition. In
addition, Cecil et al. [14] expected such an effect, as they recommend multiple sessions for
students to get involved and familiar with the environment. Compared to 2DS, 3DS took
the participants 4.42 times longer on average (min = 3, max = 5.9). Besides the relatively
more complex tasks, the need to read and understand written instructions also contributed
to the difference. One may expect that the performance in 2DS and 3DS will be similar,
however in our experiment such similarity manifested for only 7 out of 12 participants,
predominantly the better performing ones (Figure 10a).

Regarding the 3DS tasks, we observed a significantly worse performance of two
subjects (P3, P7), when compared to the rest of the group. Cakir et al. [16], who also
experimented with participants with multiple impairments, reported a similar situation.
In their case, two out of six participants were able to complete the tasks only with additional
verbal support, due to language and speech problems. In our experiment, four participants
had technical issues, related primarily to manipulating a computer mouse. Elfakki et al. [15],
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who also used 3D VLE in a desktop VR setting, noticed similar issues, albeit with only two
out of forty participants. However, it should be noted that the participants in [15] were
older, middle-class students with learning disabilities only.

The positive answer to RQ.2 follows from the SUS scores measured. The resulting
average SUS score was 81.6, which is significantly above the average (68, according to [23]).
This means that, despite the difficulties, most of the participants evaluated the application
with 3D virtual environments positively, would like to use it again and found it suitable
for their classmates. While the application was tailored to this target audience, we find
it very positive that their first encounter with it led to such positive responses. All the
participants were positive on the suitability of the application for their class (Q7). While
not using standardized questionnaires, a similarly positive impact was also observed
by the teachers of students in [16] and Adjorlu et al. [13] concluded that some of their
students seemed extremely comfortable in 3D VLE. The self-report questionnaire used by
Zhang et al. [21] also indicated a high level of enjoyment. As evident from Figure 10b,
for almost all participants in our experiment (except P2 and P9) the order of the completion
times exactly or nearly matches the order of the SUS scores. The lowest score was given
by the participants with the worst performance in the experiment, P7 and P3. However,
even here, the score of P3 was above the average and the one by P7 was at least above
50. A similar observation has been made by Ahmetovic et al. in [28], where the same
modification of the SUS questionnaire was used with visually impaired children. As in our
case, the worst performers in [28] gave their application the lowest SUS score and even the
value itself was similar (52.5 in [28], 55 in our case). However, the relation between the SUS
scores and the performance was not investigated further in [28].

The experiment also revealed additional issues, which should be taken into account
when creating and using VLE such as LIRKIS-SpecEdu-VRSchool with impaired pupils.
The first one is the correct selection and positioning of the computer hardware, input and
output devices in particular, which is sensitive to the impairments of the user. The second
one is an appropriate presentation of crucial information to the users, namely the correct
choice of icons (pictograms), the font type, size, and colors, and the balance between
graphical and textual forms of presentation. During the experiment, this issue was primarily
identified in the 2DS scenario (the preference of graphical icons over text and the confusion
regarding the repeated usage of the conifer tree icon).

7. Conclusions

The utilization of computer hardware and software in education, including virtual
reality and related technologies, is a relatively well covered topic. How these technologies
can be used for impaired children is a slightly different issue. The experiment presented
here is one of the few that tries to assess the utilization of some of these technologies,
namely 3D virtual environments in a desktop VR setting.

While the answers to both research questions are, within the limitations of the con-
ducted experiment, positive, there are several factors that should be considered and sub-
jected to future research and development. The one that naturally comes to the mind is
medical, as impaired people possess various clinical diagnoses. Here, the authors do not
have the ambition to interpret the results from this point of view as the number of the partic-
ipants was relatively low, no medical personnel was involved in the design and execution
of the experiments, and the agreement with the boarding school does not allow to reveal
specific diagnoses of the participants. In this context it should be considered to use such
an application not only in a pupil–teacher mode but also in a pupil–therapist (physician)
mode, where the clinical aspects can be addressed. The second factor is educational and
technical (information technologies), where, on the basis of the SUS scores, we can conclude
that 3D VLE are considered usable and attractive by the pupils. In addition, despite the
relatively long time needed to perform the tasks, there seems to be enough room to perform
educational activities within such environments in the time frame of a single, 45 min long,
lesson. The third factor is socioeconomic, where the affordability of the corresponding
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hardware is crucial for boarding schools and families of impaired children. This point
cannot be left out from the consideration as such children often come from low-income
families and/or excluded communities and corresponding educational institutions usually
do not operate with appropriately high budgets. When the desktop VR is utilized, as in
the experiment, standard personal computer hardware is enough and at least the educa-
tional institutions are equipped with enough computers of sufficient specifications to run
3D virtual environments. Of course, the requirements on the graphical rendering power
should be considered when designing the environments to keep costs at bay. This is also
the reason why relatively simple, cartoon-like, graphics was used for the 3D VLE of the
LIRKIS-SpecEdu-VRSchool application. Utilization of special hardware, such as VR headsets,
is also becoming affordable thanks to the relatively low prices of dedicated devices (e.g.,
Meta Quest 2) and availability of budget solutions, where a standard smartphone can be
combined with a lens-equipped holder, costing about EUR 10–20.

In addition to the impaired children’s needs, another concept considered when devel-
oping the LIRKIS-SpecEdu-VRSchool application was that of Metaverse, a shared 3D virtual
world, where users, represented by their avatars, learn, work, and play. Two features asso-
ciated with an ideal utilization of Metaverse are collaboration and immersion. Both of them
are supported by the LIRKIS-SpecEdu-VRSchool application, but they have not been used in
the experiment. Regarding the collaboration, the basic capabilities are the same as those
evaluated here and the additional ones will be the subject of future experimentation. While
3D VLE included in contemporary Metaverse-oriented studies [34–36] suggest that desktop
VR is a legitimate setting from this perspective, the immersive one is clearly preferred.
Here, it may be interesting to compare the performance and experience when carrying
out the tasks with VR headsets (immersive) to the desktop VR. With healthy children, one
might expect a mostly positive impact of immersive VR; however, the situation may be
completely different with impaired children. Our preliminary attempts indicate that a
sudden immersion to a fully virtual 3D environment can be too confusing and coordination
problems may prevent the users adequately controlling their movement and other activities
inside the environment. In addition, because of the effects of the impairments and corre-
sponding clinical diagnoses, some children refuse to wear VR headsets at all. In addition,
the loss of visual contact with the teacher can be a serious issue for children with hearing
impairments. On the other hand, the positive results of other studies [12–14] encourage us
to explore this feature.

Future experimentation may also focus on how the 3D VLE improve skills and knowl-
edge of the students, as in the studies [13–15]. A fuzzy logic-based approach to the
evaluation, developed by the authors of [15] in [37], could also be considered. In addition, it
is worth exploring whether the relation found between the performance and the SUS scores
of the participants will manifest when carrying out similar experiments with larger groups.
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