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Abstract: The analysis of sports data and the possibility of using machine learning in the prediction
of sports results is an increasingly popular topic of research and application. The main problem, apart
from choosing the right algorithm, is to obtain data that allow for effective prediction. The article
presents a comprehensive KDD (Knowledge Discovery in Databases) approach that allows for the
appropriate preparation of data for sports prediction on sports data. The first part of the article covers
the subject of KDD and sports data. The next section presents an approach to developing a dataset on
top football leagues. The developed datasets are the main purpose of the article and have been made
publicly available to the research community. In the latter part of the article, an experiment with the
results based on heterogeneous groups of classifiers and the developed datasets is presented.

Keywords: preparing dataset; sport result prediction; KDD; ensembles of classifiers

1. Introduction

Dynamic social and technical development causes the need for continuous profession-
alization of individual aspects of life. The business environment strives to meet the new
needs of consumers with the use of developing technology, and scientists devote more
and more time to research related to these aspects. One of the most popular directions of
development of current tools and approaches is the application of artificial intelligence in
various aspects of human life. Machine learning has many different applications, including
in ecology [1], medicine [2] or security [3]. More and more often in our professional or
private life we use various artificial intelligence algorithms. In these solutions, due to the
ever-growing data sets, machine learning is gaining popularity and applicability. You can
find a number of business applications related to sport on the market. This aspect of our
lives is very important to many people, and at the same time, it is becoming a huge market
in which machine learning is increasingly used.

The business use of sports data requires the availability of ever-larger data sets with a
wide time horizon and high universality. These reasons contributed to the creation of special-
ized companies that provide the necessary data for both business entities, i.e., bookmakers,
sports clubs, leagues, and individual recipients. This issue also leaves a lot of scope for
scientific research, both related to the specificity of the data and the possibility of using or
constructing new algorithms. In these approaches, the quality of the data and their suitability
to the problem being solved are as important as the amount of data used. Researchers point
out that choosing the right list and the number of features can be crucial [4].

Some sports have found opportunities to apply machine learning, from predicting sports
results to planning team lineups [5,6]. In the literature, articles can be found that present
issues related to monitoring fitness and injuries in sports such as basketball or speedway [7,8].
Football is the second most popular sport in terms of the number of articles dealing with the
subject of prediction of elements related to it. The most analyzed league is the English Premier
League, which accounts for over half of all article [4].
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Invariably, the most popular and most effective algorithms used in sports prediction
are artificial neural networks, logistic regression, support vector machine, random forests
and naive Bayes classifiers. In the current research, artificial neural networks have shown
great potential [9], along with random forests [10] and heterogeneous ensembles of classi-
fiers [5]. The last of the mentioned solutions have only recently been considered for use in
sports-related prediction, but the results provided are very promising.

In football publications, the prevailing approach for predicting match outcomes is
classification-based prediction. The match result is categorized into one of three predefined
classes: home team win (visiting team lose), draw, and visiting team win (home team lose).
The analysis of publications focuses on the top-rated European leagues. The experiments
involved the use of both individual and team-based machine learning algorithms.

The problem often observed in the data is related to the unbalanced number of objects
in the decision class. However, in this particular case, we observe a different issue, where
the prediction quality for the specific decision class is visibly lower than for the remaining
cases. Our main idea in this paper is to derive the data strictly related to the problem and
use the well-known approaches from the literature to identify the observed struggle. To do
so, a large set of real world data covering various leagues across Europe was selected. A
test environment covering different classifiers as well as different sets of attributes, was
proposed. Below we summarize all novelties presented in the paper:

• present the comprehensive approach based on different algorithms adapted to dif-
ferent sets of attributes enabling us to estimate the quality of algorithms existing in
the literature;

• select and test the number of algorithms available in the literature and present the test
benchmark;

• prepare and make available a set of real data that would enable us to conduct experi-
ments and research on classifiers in football;

• indicate the best-fitting algorithms from the literature, considering measures like
accuracy, macro precision, macro recall, and the cover for the set.

The presented research is the first step in the problem of deriving the ensemble of
heterogenous classifiers based on the voting schema. Our further steps will be focused
on the problem of selecting the number of best-fitting attributes and deriving the vot-
ing schema. The whole idea can be considered as the review of classification methods
existing in the sports field and the comparison of these methods in the test environment,
including real world data. Section 2 of the article relates to the theoretical background
of KDD and outlines the problem related to sports data. The next Section 3 is dedicated
to the preparation dataset. Then, Section 4 describes the execution of sports prediction
experiments and results. The Section 5 provides information about data access to prepare
the dataset. The last Section 5 briefly summarizes the results and presents further visions
of the work.

2. Background
2.1. Knowledge Discovery in Databases

The KDD approach (Knowledge Discovery in Databases) is a process that allows for a
comprehensive approach to data processing, from their acquisition to obtaining results. In
this approach, it is possible to detect previously unknown relationships and rules in data
sets. This approach assumes the implementation of the task in separate stages; however,
these stages are strongly dependent on each other [11].

The approach to KDD proposed in [12] involves five key steps and is presented
in Figure 1. The first of them—data selection—includes the identification of appropriate
data sets, the selection of key variables, and the elimination of redundant ones. The next
stage focuses on data preprocessing, which involves handling missing values, errors and
removing noisy data. Data transformation and integration of data from different sources
is also carried out in this stage. Stage three is data reduction. The main approaches that
can be used are feature selection, aggregation or sampling. Data analysis is the fourth
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stage. In this stage, various machine learning algorithms are used to explore and discover
relationships in the data. The final stage is the interpretation and evaluation of the obtained
results and discovered patterns.
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Figure 1. Knowledge discovery in databases approach diagram.

2.2. Sports Data

The use of data is currently a key factor determining the feasibility of solving a
given problem. Thanks to the Internet and automated systems, data are collected on an
ongoing basis about every aspect of our lives, and the amount of data is growing at a
surprising pace. The main problem, therefore, was not the lack of data, but its excess
and significant dispersion. The need to integrate data from various sources and their
appropriate preparation is still an important element of research.

In the case of sports data, encountered difficulties influence the need for an easily
accessible, complete and free source. The first problem with sports data is league fragmen-
tation. The available sources often provide data for the English Premier League (which
also contributes to the popularity of analyzing this league) or data for individual European
leagues. Before using such sources, there is a need to integrate them, which is not always
fully possible because they provide different attributes for the analyzed leagues. Another
difficulty is the limited features available in the collections, which typically range from
8–10 features. Another element to pay attention to is the time horizon of the available data.
Collections usually provide several years of data, but without current data of the most
recent seasons; therefore, they are mostly archival data. On the other hand, current data is
often made available without data for previous seasons or with a very short time horizon.
It is also possible to find more extensive data sources on the Internet, where substantial
amounts of information on individual leagues are available, but accessing such sources
often requires payment for temporary access.

2.3. Machine Learning Algorithms in Sports Data

A significant development of research on artificial intelligence can be observed, which
results in its increasingly wider and more common use. Both the scientific and business
communities are applying ever more different algorithms for prediction in sports. From
the football perspective, the English Premier League remains the main analyzed league,
but more and more studies focusing on the German or Turkish leagues can be found. The
basic approach is prediction using classification and predicting the outcome of the match:
home team win, visiting team win or draw.

The list of sports disciplines was selected based on the top ten most watched sports in
the world according to the ranking prepared by sportforbusiness.com and presented on the
page [13].

In the literature, works based on the use of the various algorithms can be found. The
most popular approaches are as follows: Support Vector Machine [10]; Artificial Neural
Network [14]; Random Forest [5]; Decision Tree [15]; Logistic Regression [16]. In Table 1
has been presented a comparison of the approaches used in individual sports disciplines.
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Table 1. Sports prediction articles.

Sport Article and Algorithms

American
Football

• [17]—Decision Tree; Support Vector Machine;
• [18]—Artificial Neural Network;
• [19]—Artificial Neural Network;

Baseball • [20]—Artificial Neural Network; Decision Tree; Support Vector Machine; K-Nearest Neighbour;
• [21]—Artificial Neural Network; Support Vector Machine;

Basketball
• [22]—Artificial Neural Network; Marcov model; Support Vector Machine; Logistic Regression; Naive Bayes; AdaBoost;
• [23]—Logistic Regression;
• [24]—AdaBoost; Gaussian Naive Bayes; Random Forest; Support Vector Machine; Logistic Regression;

Cricket • [25]—Decision Tree; K-Nearest Neighbour; Random Forest; Naive Bayes;
• [26]—Decision Tree; K-Nearest Neighbour; Random Forest; Support Vector Machine; Naive Bayes;

Field Hockey
• [27]—AdaBoost; Artificial Neural Network; Bagging; Boosting; Naive Bayes; RobustBoost; Support Vector Machine;

Decision Tree;
• [28]—K-Nearest Neighbour; Naive Bayes; XGBoost; Random Forest;

Football

• [5]—AdaBoost; Bagging; Heterogeneous Ensemble Method; Random Forest; Support Vector Machine; Decision Tree;
• [9]—Artificial Neural Network;
• [10]—Artificial Neural Network; Decision Tree; Ensemble Method; K-Nearest Neighbour; Naive Bayes; Support Vector

Machine; Random Forest;
• [15]—Bayesian Networks; Decision Tree; K-Nearest Neighbour; Naive Bayesian;
• [29]—Ranked Probability Score; Gradient Boosting;
• [30]—Decision Tree; Naive Bayesian; Bayesian Networks;
• [31]—Bradley-Terry model
• [32]—Artificial Neural Network; Naïve Bayes; Random Forest; Support Vector Machine; Logistic Regression;
• [33]— Artificial Neural Network; FRES (Football Result Expert System);
• [34]—Markov chain Monte Carlo;
• [35]—Naive Bayesian;
• [36]—AdaBoost; Bagging; Random Forest; Decision Tree;
• [37]—AdaBoost; Bagging; Decision Tree; Random Forest; Support Vector Machine; Heterogeneous Ensemble Method;

Golf • [38]—Bayesian Linear Regression; Linear Regression;
• [39]—Random Forest;

Table Tennis • [40]—Artificial Neural Network; Random Forest; Support Vector Machine; Logistic Regression;
• [41]—Lasso; Rank-Based Reference; Random Forest;

Tennis • [42]—Artificial Neural Network; Gradient Boosting Machine; Random Forest; Support Vector Machine; Logistic Regression;
• [16]—Artificial Neural Network; Logistic Regression; Support Vector Machine; Random Forest;

Volleyball
• [43]—Artificial Neural Network; Boolean decision Rule via Column Generation; Linear Discriminant Analysis; Logistic

Regression; Support Vector Machine;
• [44]—Artificial Neural Network; Decision Tree; Logistic Regression;

3. Preparing Dataset

In the literature, the use of various types of data for sports prediction can be found.
Some of them are limited to simple data related to basic league table statistics so that they
gain versatility and applicability, while others are based on detailed statistics on individual
matches [31] and can achieve satisfactory results but in a narrower scope. This section
will address the problem of sports data dispersion and highlight the need to acquire and
integrate data from online sources.

The following publication focuses on the initial three stages, as illustrated in the
Figure 2, and its goal is to create a dataset that can be used in machine learning models.
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Figure 2. KDD approach diagram for the data preparation process.

3.1. Data Identification and Download

Various types of studies containing ready-to-import data are available on the Internet.
Such solutions usually contain data for one league and concern only the main information
from the league table. Often, the time range is also a significant limitation due to lack of
current data or historical data covering a period that is too short. The main disadvantage
of the above approach is low diversity of attributes which can lead to low-quality results or
overtraining of algorithms and, consequently, too little universality of the solution.

Another approach to data acquisition may be usage of an external data provider. The data
provided in such a way is characterized by high accuracy, timeliness, and the availability of
numerous attributes (meeting statistics) and additional attributes. Providers have appropriate
APIs, so it is possible to quickly obtain the necessary data. The main drawbacks of this type
of approach are the solution’s affordability and low flexibility. Despite the availability of a
significant number of attributes, there is no possibility to quickly expand with additional
attributes. When choosing a solution of this class, the fixed costs associated with the provider’s
fee should be taken into account. The availability of data is long-term and stable, as the
providers provide services not only to individual entities, but also to large companies dealing
with sports, journalism, analysis of competitions or bookmakers.

The final approach is to develop custom software to download and prepare the data
set. This approach allows resource customization, usage of a variety of data sources, and
acquisition of a preferred and customized dataset. In the presented solution, the authors
decided to use this particular approach because of its benefits. The way the created system
works is presented in Figure 1.

The website [45] was used as the main data source for the prepared downloading
software. The structure of the data available on the website is presented in Figures 3 and 4.

In order to download the required data, proprietary Python scripts were written. The
way the scripts work is presented in Algorithm 1. The first data to be downloaded were the
tables for individual matches (Figure 4). In the next step, the program downloaded league
tables with summaries of subsequent rounds (Figure 2).

Figure 3. League table for the English Premier League.
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Figure 4. Matches table for the English Premier League.

Algorithm 1 Web Scraping Football Match Data
Input: seasons—number of seasons to collect
Input: www_list—list of addresses
Output: output_file_matches_table—flat file containing collected matches data
Output: output_file_league_table—flat file containing collected league data

1 Initialize variables;
2 Retrieve number of seasons;
3 Retrieve list of addresses;
4 for each adres in www_list do
5 Scrape table data;
6 for each tabela in table do
7 for each row in table do
8 Extract address from row;
9 Add address to the list_season_and_league;

10 endfor
11 endfor
12 endfor
13 for each adres in list_season_and_league do
14 Scrape table data;
15 for each tabela in table do
16 for each row in table do
17 Extract data from row;
18 Add data to the matches_table;
19 endfor
20 endfor
21 endfor
22 Save the list to a flat file_matches_table;
23 result Flat file containing collected matches table for each adres in list_season_and_league do
24 Scrape table data;
25 for each tabela in table do
26 for each row in table do
27 Extract data from row;
28 Add data to the league_table;
29 endfor
30 endfor
31 endfor
32 Save the list to a flat file_league_table;
33 result Flat file containing collected league table
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3.2. Selection of Attributes and Creation of a Database

The next step was the preparation of a database environment enabling the verification
of the correctness of the data, its storage and the calculation of additional attributes. Once
the database was created, the previously downloaded data were loaded from flat files into
database tables using the Python script.

The available data are presented in Tables 2 and 3.

Table 2. League table.

Attribute Description

Round round number for which the summary was prepared,
Position team position in the league table,

Team team name,
Matches number of matches played,

Wins number of matches played in the season ended in a win,
Draws number of games played in the season ended in a draw,
Losses number of matches played in the season ended in a loss,

GoalsScored number of goals scored during the season,
GoalsConceded number of goals conceded during the season,

GoalDifference the difference between the number of goals scored and conceded during the
season,

Points number of points scored,
Country country of competition,
League name of the league along with the season.

Table 3. Matches table.

Attribute Description

Round round number with gameplay,
Hour match start time,

TeamHT home team name,
TeamVT visiting team name,

ScoreHalf halftime score,
ScoreFull match result,
OddsHT home team win odds,
OddsX draw odds,

OddsVT visiting team win odds,
Country country of competition,
League name of the league along with the season.

Values for columns: ’OddsHT’, ’OddsX’, ’OddsVT’ were only available for a limited
number of current games due to the restrictions applied by the owner of the source page.

The developed solution can be used to download data on various leagues available on
the website. However, the list presented by UEFA for the 2022–2023 season in [46] was used
as the criterion for selecting leagues. The top seven leagues of the following countries were
selected from the presented ranking: England, Spain, Germany, Italy, France, Netherlands,
Portugal. Using the scripts described, the data were downloaded and loaded into the
database. The scope of downloaded data was limited to 11 seasons. Therefore the analysis
includes data from the 2011–2021 season to the 2021–2022 season.

In the described approach, due to the goal—to create a source of real data for further
research—all attributes available in the source were selected for the set.

After importing the data to the database, the data from the league table (Table 2)
and the matches table (Table 3) were combined. The join was made for the correspond-
ing values: ‘Country’, ‘League’, ‘Round’, and ‘TeamHT’/‘TeamVT’ with ‘Team’. Af-
ter joining the tables, the following set of attributes was obtained: ‘Country’, ‘League’,
‘Round’, ‘TeamHT’, ‘PositionHT’, ‘MatchesHT’, ‘WinsHT’, ‘DrawsHT’, ‘LossesHT’, ‘GoalsS-
coredHT’, ‘GoalsConcededHT’, ‘GoalDifferenceHT’, ‘PointsHT’, ‘TeamVT’, ‘PositionVT’,
‘MatchesVT’, ‘WinsVT’, ‘DrawsVT’, ‘LossesVT’, ‘GoalsScoredVT’, ‘GoalsConcededVT’,
‘GoalDifferenceVT’, ‘PointsVT’, ‘ScoreHalf’, ‘ScoreFull’, ‘OddsHT’, ‘OddsX’, ‘OddsVT’.
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3.3. Data Cleaning and Preparation

The data verification process was divided into two steps: verification of the number
of competition records against the assumed number for the league, and verification of the
correctness of the data.

In the first step, the values for each league were checked against the number of
scheduled games for the combined data. In this step, missing data were identified and
then completed or omitted, depending on the reason. In the case of data missing from the
source, the gaps were completed manually from other available sources. This situation
occurred when matches were terminated by walkover and the result was reported by the
federation. For example, in the 16/17 season of France, the Bastia-Lyon game was reported
as 0:3 by the federation due to a walkover. If a match was rescheduled, it was included in
the calculation at the time of play, not the original queue schedule. The situation related to
the spread of the covid-19 pandemic, which also affected the schedule and the number of
games. In this case, when the matches were cancelled and the leagues ended earlier, it was
not possible to complete the data (e.g., season 19/20, France round 27 and Italy round 29).

In the next step, attribute values were checked and missing data were marked. De-
pending on the specificity of the field, the data were marked with a value that does not
naturally occur in them (the whole thing is available in the dictionary of each table). Then,
data from individual tables were combined into a coherent set with a complete set of infor-
mation. The completeness of data for leagues, seasons, and rounds was checked again. Any
deficiencies found were analyzed and supplemented if the required data were available
in the source used. Deficiencies at this stage may be caused by different ways of writing
information integrated from different sources (e.g., the way the name of a team or league
is written).

3.4. Data Transformation and Creation of Sets for Analysis

After verifying the data, additional attributes were calculated. First, the ’Target’
column, containing information about the score of a specific match between two teams,
was determined based on the ’ScireFull’. This attribute can take the following values

• 0—draw,
• 1—home team win (visiting team loss),
• 2—visiting team win (home team loss),
• 9—information about an error in the data or formula.

Due to the lack of atomicity of the attribute ’League’ (’Premier League 22/23’), the
value responsible for the season of the competition was excluded and added to the new
attribute ‘Season’. This value was saved in a shortened form—the beginning of the season
year (e.g., change from ‘20/21’ to ‘20’, which corresponds to the year 2020).

Another of the calculated attributes was ‘Difference’. This attribute was based on
the difference in the number of points of both teams and was calculated according to the
formula [PointsHT]− [PointsVT].

The created dataset was saved to the database and flat file. The prepared data are
available at [47].

4. Experiments

The Experimental part is conducted according to the KDD approach. First, the process
of experiment preparation will be described. Next, the results of sports prediction experi-
ments and the evaluation of classification quality will be presented. The purpose of the
experiment is to test available approaches to sports performance prediction on the created
real data set.

4.1. Experimental Design

After carrying out the data preparation process presented in Section 3, a set of data
that could be used in various studies was obtained. A few additional changes were made
for the current experiment:
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• A separate data file was prepared for each league because each of the analyzed leagues
will be trained and tested separately.

• The following columns were removed from the data set: ‘Country’, ‘League’, ‘TeamHT’,
‘TeamVT’, ‘ScoreHalf’, ‘ScoreFull’, ‘OddsHT’, ‘OddsX’.

• According to the conclusions of the literature review and our own research, records
for the first five rounds of each season (′Season′ ≤ 5) were deleted from the dataset.

All the top leagues for the following countries were used for the experiment: England,
Spain, Germany, Italy, France, Netherlands, and Portugal (Table 4). Each of the selected
leagues has the same set of data in terms of structure and type. Significant differences
between individual leagues were the number of teams participating in a given competition
and, consequently, the number of rounds during the season. During the analyzed period,
there was also a change in the number of teams/rounds within one league, e.g., for the
games in Portugal in the 2013–2014 season, 16 teams participated, while from 2014–2015
there were already 18 teams.

Table 4. Characteristics of test and training datasets for individual countries.

Country Number of Records Data Gaps * Training Set Test Set

England 4180 0 3762 363
Spain 4180 0 3762 363

Germany 3366 0 3022 289
Italy 4180 0 3762 363

France 4180 101 3661 363
Netherlands 3366 77 2945 289

Portugal 3168 1 2823 289
* Gaps in the data result from not playing matches, which is related to, among others, with the early end of league
games due to the Covid-19 pandemic.

For the indicated leagues, data from the last 11 years of the competition, i.e., from
the 2010/2011 to 2021/2022 season, were downloaded. Each set had an identical set of
attributes presented in the Table 5. Attributes marked with ’HT’ apply to the host team of
the match (the team playing the match on its home field). Those marked by ’VT’ shall be
understood as the team playing at their opponent’s home field (the visiting team).

Table 5. Table of attributes.

‘Country’ ‘League’ ‘Round’
‘TeamHT’ ‘PositionHT’ ‘MatchesHT’
‘WinsHT’ ‘DrawsHT’ ‘LossesHT’

‘GoalsScoredHT’ ‘GoalsConcededHT’ ‘GoalDifferenceHT’
‘PointsHT’ ‘TeamVT’ ‘PositionVT’

‘MatchesVT’ ‘WinsVT’ ‘DrawsVT’
‘LossesVT’ ‘GoalsScoredVT’ ‘GoalsConcededVT’

‘GoalDifferenceVT’ ‘PointsVT’ ‘ScoreHalf’
‘ScoreFull’ ‘OddsHT’ ‘OddsX’
‘OddsVT’ ‘Season’ ‘Difference’

‘Target’

In order to verify the given approach, to prepare the dataset and to check its usefulness
in the application of different algorithms and the limited feature space, the algorithms
previously used in this problem and presented in [5] were selected as a base. On the other
hand, in terms of specific implementations of the algorithms, solutions from [48] were
selected; the exact machine learning algorithms used were the following:

• Decision tree (DT)-maximum depth 3; algorithm CART, implementation in line
with [49,50];

• Support vector machine (SVM)-linear classifier; implementation in line with [51];
• AdaBoost (AB)-implementation in line with [52,53];
• Bagging-implementation in line with [54];
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• Random forest (RF)-maximum depth of tree 3; 100 estimators; implementation in line
with [55].

Transformed measures of classification quality assessment determined on the training
set were used as weights:

a2 = accuracy(dj, trainset)2 (1)

p2 = precision(dj, trainset)2 (2)

r3 = recall(dj, trainset)3 (3)

a_p_r_ f = accuracy(dj, trainset) · precision(dj, trainset)
·recall(dj, trainset) · f 1− score(dj, trainset)

(4)

Heterogeneous ensembles of classifiers were used in accordance with the publica-
tion [5] and selected voting methods in accordance with [37]: simple, majority, unanimous,
weighted (relative to the Equations (1)–(4)).

Two sets of attributes were selected for the experiment:

• df_short—‘Round’, ‘PositionHT’, ‘PositionVT’, ‘PointsHT’, ‘PointsVT’, ‘Difference’—
based on [37],

• df_long—‘Round’, ‘PositionHT’, ‘MatchesHT’, ‘WinsHT’, ‘DrawsHT’, ‘LossesHT’,
‘GoalsScoredHT’, ‘GoalsConcededHT’, ‘GoalDifferenceHT’, ‘PointsHT’, ‘PositionVT’,
‘MatchesVT’, ‘WinsVT’, ‘DrawsVT’, ‘LossesVT’, ‘GoalsScoredVT’, ‘GoalsConcededVT’,
‘GoalDifferenceVT’, ‘PointsVT’.

A heterogeneous set of classifiers, presented earlier, was trained on each set of at-
tributes, and their description is presented in the Table 6.

Table 6. List of approaches used in the experiment.

Approach A Set of Attributes Voting Type Implementation

approach01 df_short simple [5]
approach02 df_short unanimous [5]
approach03 df_short majority [37]
approach04 df_short weighted (Equation (3)) [37]
approach05 df_short weighted (Equation (4)) [37]
approach06 df_short weighted (Equation (1)) [37]
approach07 df_long simple [5]
approach08 df_long weighted (Equation (1)) [37]
approach09 df_long weighted (Equation (3)) [37]
approach10 df_long weighted (Equation (4)) [37]
approach11 df_long majority [37]
approach12 df_long unanimous [5]

The data was divided into a training and test set against ’Round’ and ’League’ (’League’
is not used as an attribute in the prediction, but is only used to divide the set). The division
was made with the chronology of the data in mind, which allows the tests to represent real
conditions. The training set contains data from the sixth round of the 2010–2011 season to
the seventeenth round (inclusive) of the 2021–2022 season. The test set consisted of records
for matches from the eighteenth round of the 2021–2022 season to the end of that season.
The experiments were carried out using the train and test method.

The distribution among decision classes is presented in Table 7. The trend for the
distribution between classes in all leagues is similar. An outstanding case is the English
league, for which, in the test set, the number of cases for class two is higher than for
the other classes. A similar situation took place in the case of the French League. These
disproportions between the participation of individual classes in training and testing
introduce additional difficulty in prediction. For other leagues, class one is always the most
numerous, both in the training and test sets, and the percentages for each class are similar.
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Table 7. Division of cases for individual decision classes between training and test sets in individual
leagues.

Class 0 (Draw) Class 1 (Home Team Win) Class 2 (Visiting Team Win)
Country Training Set Test Set Training Set Test Set Training Set Test Set

England 0.2382 0.1952 0.4608 0.3857 0.3010 0.4190
Spain 0.2427 0.2714 0.4761 0.4238 0.2812 0.3048

Germany 0.2479 0.2222 0.4436 0.4967 0.3085 0.2810
Italy 0.2579 0.2429 0.4437 0.4429 0.2984 0.3143

France 0.2683 0.2619 0.4537 0.3571 0.2780 0.3810
Netherlands 0.2316 0.2353 0.4755 0.4510 0.2929 0.3137

Portugal 0.2361 0.2484 0.4587 0.4052 0.3052 0.3464

4.2. Results of the Computational Experiments

Choosing the right measure of classification quality evaluation depends very much on
what the classifier is to be used for. In some cases, precision (of one class or micro/macro)
is important; other times, recall; and sometimes, an attempt to balance the two measures.
Therefore, in this work we present comprehensive results for popular measures of classifi-
cation quality evaluation—this will allow us to assess whether the prepared datasets are
well prepared for further analysis. All selected measures can be derived from a confusion
matrix, and an example of such a matrix is shown in Table 8. The measures were calculated
for each of the available decision classes and presented in Tables 9–12. The measures were
calculated according to the formulas: accuracy (Equation (5)), precision (Equation (6)),
recall (Equation (7)) and f1–score (Equation (8)), where i is the decision class for which the
measure is calculated, c is the number of all classes and s is the number of classified cases.

Table 8. Confusion matrix for multiple classes.

Predicted

Actual Class 1 Class 2 · · · Class i · · · Class C

TP1 FP2 FPi FPC
class 1 TN\{1} TN\{1,2} · · · TN\{1,i} · · · TN\{1,C}

FN1 FN1 FN1

FP1 TP2 FPi FPC
class 2 TN\{1,2} TN\{2} · · · TN\{2,i} · · · TN\{2,C}

FN2 FN2 FN2

· · · · · · · · · · · · · · · · · ·

FP1 FP2 TPi FPC
class i TN\{1,i} TN\{2,i} · · · TN\{i} · · · TN\{i,C}

FNi FNi FNi

· · · · · · · · · · · · · · · · · · · · ·

FP1 FP2 FPi TPC
class C TN\{1,C} TN\{2,C} · · · TN\{i,C} · · · TN\{C}

FNC FNC FNC

accuracy =
∑c

i=1 TPi

s
(5)

macro_precision =
1
c

c

∑
i=1

TPi
TPi + FPi

(6)

macro_recall =
1
c

c

∑
i=1

TPi
TPi + FNi

(7)

F1-score = 2 · macro_precision ·macro_recall
macro_precision + macro_recall

(8)
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For adequate representativeness of the results, all experiments were conducted 30 times.
The average results for all leagues are presented in the Table 9 and for the top three leagues,
in turn: England in Table 10, Spain in Table 11 and Germany in Table 12. The obtained
results exceed the random approach = 33% (three decision classes).

Table 9. Quality of classification of results for all leagues.

Approach Accuracy Accuracy
All Case Cover Macro

Precision
Macro
Recall

Macro
F1–Score

approach01 0.5106 0.5106 1.0000 0.3733 0.4423 0.3760
approach02 0.5983 0.3151 0.5300 0.4083 0.4830 0.4291
approach03 0.5143 0.5075 0.9900 0.3526 0.4443 0.3777
approach04 0.5174 0.5174 1.0000 0.4715 0.4534 0.4075
approach05 0.5174 0.5174 1.0000 0.4668 0.4568 0.4189
approach06 0.5154 0.5154 1.0000 0.4637 0.4495 0.3983
approach07 0.5179 0.5179 1.0000 0.4091 0.4472 0.3842
approach08 0.5135 0.5135 1.0000 0.4073 0.4445 0.3845
approach09 0.5120 0.5120 1.0000 0.4171 0.4444 0.3885
approach10 0.5092 0.5092 1.0000 0.4209 0.4438 0.3940
approach11 0.5204 0.5072 0.9700 0.3611 0.4487 0.3819
approach12 0.5935 0.3179 0.5400 0.4099 0.4787 0.4239

Table 10. Quality of classification of results for English Premier League.

Approach Accuracy Accuracy
All Case Cover Macro

Precision
Macro
Recall

Macro
F1–Score

approach01 0.4929 0.4929 1.0000 0.3331 0.4146 0.3539
approach02 0.5793 0.3087 0.5300 0.3852 0.4379 0.3949
approach03 0.4952 0.4897 0.9900 0.3342 0.4159 0.3558
approach04 0.5032 0.5032 1.0000 0.3998 0.4258 0.3775
approach05 0.5040 0.5040 1.0000 0.4038 0.4297 0.3881
approach06 0.5016 0.5016 1.0000 0.3788 0.4225 0.3688
approach07 0.4952 0.4952 1.0000 0.3357 0.4158 0.3584
approach08 0.4897 0.4897 1.0000 0.3314 0.4106 0.3566
approach09 0.4857 0.4857 1.0000 0.3312 0.4076 0.3543
approach10 0.4865 0.4865 1.0000 0.3671 0.4117 0.3664
approach11 0.4967 0.4850 0.9800 0.3362 0.4177 0.3606
approach12 0.5576 0.3111 0.5600 0.3791 0.4306 0.3823

Table 11. Quality of classification of results for Spain LaLiga.

Approach Accuracy Accuracy
All Case Cover Macro

Precision
Macro
Recall

Macro
F1–Score

approach01 0.5286 0.5286 1.0000 0.5535 0.4576 0.3977
approach02 0.5977 0.3244 0.5400 0.4108 0.4847 0.4294
approach03 0.5343 0.5244 0.9800 0.4029 0.4581 0.3934
approach04 0.5280 0.5280 1.0000 0.4238 0.4614 0.3998
approach05 0.5268 0.5268 1.0000 0.4217 0.4599 0.3979
approach06 0.5292 0.5292 1.0000 0.4149 0.4621 0.3993
approach07 0.5262 0.5262 1.0000 0.3853 0.4565 0.3932
approach08 0.5316 0.5316 1.0000 0.4233 0.4620 0.3976
approach09 0.5321 0.5321 1.0000 0.4237 0.4627 0.3983
approach10 0.5315 0.5315 1.0000 0.4227 0.4624 0.3981
approach11 0.5310 0.5250 0.9900 0.3865 0.4610 0.3964
approach12 0.5685 0.3393 0.6000 0.4067 0.4640 0.4088
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Table 12. Quality of classification of results for German Bundesliga.

Approach Accuracy Accuracy
All Case Cover Macro

Precision
Macro
Recall

Macro
F1–Score

approach01 0.5305 0.5305 1.0000 0.3454 0.4306 0.3813
approach02 0.6030 0.2996 0.5000 0.3993 0.4919 0.4355
approach03 0.5352 0.5294 0.9900 0.3478 0.4339 0.3845
approach04 0.5185 0.5185 1.0000 0.5135 0.4185 0.3835
approach05 0.5098 0.5098 1.0000 0.4415 0.4162 0.3892
approach06 0.5207 0.5207 1.0000 0.5285 0.4192 0.3790
approach07 0.5305 0.5305 1.0000 0.3454 0.4256 0.3779
approach08 0.5262 0.5262 1.0000 0.3443 0.4249 0.3778
approach09 0.5305 0.5305 1.0000 0.3487 0.4284 0.3817
approach10 0.5240 0.5240 1.0000 0.3689 0.4247 0.3829
approach11 0.5310 0.5120 0.9600 0.3451 0.4308 0.3807
approach12 0.5492 0.2974 0.5400 0.3437 0.4407 0.3831

For each of the analyzed leagues, unanimous approaches score the highest in terms
of accuracy. The best approach is approach12 with a full list of attributes, followed by
approach07 with a short list of attributes. Expanding the list of attributes results in an
additional increase in the prediction accuracy for these solutions; however, it results in a
further decrease in the coverage of the results. Decisions are therefore more accurate, but
for fewer cases. For the English Premier League, the original approach02 turned out to be
better than approach12. For all other leagues, the order (descending) of the best attempts
is approach12 and approach07. Given the need for full coverage, the unanimous voting
approach cannot compete with the others in terms of accuracy.

When full coverage of the response set is required, the best results are achieved by
weighted voting approaches:

• approach07-full list of attributes-df_long with simple voting and heterogeneous set of
classifiers;

• approach04-original list of attributes-df_short with heterogeneous set of classifiers
and weighting based on ‘r3’

• approach05-original list of attributes-df_short with applied heterogeneous set of clas-
sifiers and weighting based on ‘a_p_r_f’

• approach06-original list of attributes-df_short with heterogeneous set of classifiers
and weighting based on ‘a2’

The obtained results are 0.5179, 0.5174, 0.5174 and 0.5154, respectively.
In the case of the macro precision measure, a variation in the best approach for

individual leagues can be observed, while considering only approaches that guarantee full
coverage. For all leagues in the average value, the highest score is achieved by approach04,
while in individual leagues, approach05 (England), approach01 (Spain) and approach06
(Germany). When analyzing the frequency of occurrence of individual approaches in
the best-performing leagues, the most frequent results can be observed: approach05,
approach04, approach06.

The results obtained for the analyzed approaches in terms of the recall measure are
very close to the accuracy measure (with incomplete coverage) where the best solution is
approach02. Taking into account the need for full coverage of the case list in the average
for all leagues and for the English league, the highest score was obtained by approach05.
Good results were also achieved by approach09 for Spain and approach11 for Germany.
The most common approach among the top five results is approach02, which was found
in each of the analyzed leagues. In addition, it is worth mentioning approach12, which
appeared in six out of the seven leagues in the top results.

The last of the analyzed measures is the F1-score. Due to the method of its determina-
tion, among the best results are the approaches that were the best in previous measures.
The most common model in the top five of all leagues was approach02. Approach12 has
been ranked in six out of seven leagues on the top scores. In terms of average values,
approach02 and approach12 were the best.
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5. Conclusions and Future Works

This paper presented the approach based on the heterogenous set of classifiers (where
a set of single classifiers covering different parts of the solution space can be developed,
depending on the problem under analysis) and a different set of attributes describing the
sports data. The decision class includes three different values, each related to a team’s win
or a draw. Thus, our goals were to identify the best-fitting algorithms capable of deriving
valuable results for the ensemble of classifiers, including various methods available in the
literature. To do so, we analyzed and prepared the implementations of selected methods
and further tested these methods in the prepared test benchmark, including the acquired
real-world data. The problem related to the quality of results for the selected decision class
that was identified during the experiments. However, at this research stage, we could not
derive a straightforward solution for this problem. However, this particular case should be
investigated in further research.

An additional goal of the article was to prepare and share a set of real data that
would allow conducting experiments and research on classifiers in football. This goal was
achieved, and the prepared data are available at [47]. The created dataset was also used
to predict the results of matches, and the obtained results allowed to improve previous
approaches and were presented in the Section 4.

In addition, the proposed approach presents a comprehensive KDD approach for
classifier teams in sports data. The proposed approach is also characterized by adaptability
to less popular leagues, which may be one of the next development directions. After initial
experiments on the Polish volleyball league, further work on prediction in other sports in
European leagues is planned, including volleyball and basketball.

Further development of the approach based on heterogeneous classifier ensembles
with consideration of new ensemble construction approaches and voting methods is be-
ing considered in future work. In particular, our goal will be twofold. The first prob-
lem is related to the identification of the most important attributes, which should be
used to derive the classifier. The initial experiments indicate that the classical approach
based on the correlation analysis and removing the attributes with the high correlation
among the decision attribute was not sufficient. Based on initial experiments built on
importance [56], we observe the most significant attributes: ’DrawsHT’ (0.0424), ’DrawsVT’
(0.0365) and ’LossesHT’ (0.0269). During the next step in our research, we plan to check it in
different approaches and measures. The second problem is related to the effective use of the
ensemble of classifiers based on the voting schema. During the research, authors, identified
potential gaps related to the very straightforward approach related to these elements of
the ensemble of classifiers. Our further goals will also be focused on extending the idea of
voting schemas.

Moreover, future works should also compare the proposed methods’ results with
bookmakers’ predictions. At the present research stage, classification quality is measured
with the classical measures known from the literature. However, the sports data allow for
easy deployment of the proposed approach on online betting systems. This could lead to a
solution in which the ensemble of classifiers is evaluated not only based on measures such
as accuracy but also could include the results for the system in the particular time interval
measured in dollars.

Access to the Dataset

Currently, machine learning methods are used to predict sports results and determine
betting odds, but access to relevant datasets is limited. The set we have developed will
be widely available and will enable the use of such approaches also for the community of
researchers and players, and not only bookmakers and people with significant resources.
The created and shared collection will correct the information imbalance from the ethical
and practical point of view.

According to the goal of the work, all datasets described have been saved in CSV
format and made publicly available on the website. To access these data, simply go to [47],
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where they can be downloaded and used in other studies, citing this paper as a source. The
release of these data is intended to make the research more accessible and transparent, and
to facilitate the reproducibility of the results obtained by the authors.
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