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Abstract: Famous content using the Metaverse concept allows users to freely place objects in a world
space without constraints. To render various high-resolution objects placed by users in real-time,
various algorithms exist, such as view frustum culling, visibility culling and occlusion culling. These
algorithms selectively remove objects outside the camera’s view and eliminate an object that is too
small to render. However, these methods require additional operations to select objects to cull, which
can slowdown the rendering speed in a world scene with massive number of objects. This paper
introduces an object-culling technique using vertex chunk to render a massive number of objects in
real-time. This method compresses the bounding boxes of objects into data units called vertex chunks
to reduce input data for rendering passes, and utilizes GPU parallel processing to quickly restore the
data and select culled objects. This method redistributes the bottleneck that occurred in the Object’s
validity determination from the GPU to the CPU, allowing for the rendering of massive objects.
Previously, the existing methods performed all the object validity checks on the GPU. Therefore, it
can efficiently reduce the computation time of previous methods. The experimental results showed
an improvement in performance of about 15%, and it showed a higher effect when multiple objects
were placed.

Keywords: occlusion culling; metaverse; virtual reality; computer graphics; GPU-acceleration

1. Introduction

In recent years, various technologies for building the Metaverse [1,2] have been studied
alongside the advancement of computer graphics and virtual reality technology. Metaverse
is a term that combines “meta”, meaning transcendence, and “universe”, referring to the
real world, and it provides users with a space where they can engage in various activities
in a virtual world and enjoy interactive environments that contain a variety of content.
Metaverse is designed to allow users to interact with it, not only on mobile devices and
PCs, but also on various platforms such as VR devices and gaming consoles.

To provide more realistic and high-quality graphics in the Metaverse, various three-
dimensional real-time rendering technologies are needed, including high-resolution three-
dimensional meshes and realistic lighting effects. As the number of objects that need to be
visualized on the screen increases, these rendering technologies require high-performance
processors, such as high-performance CPUs or GPUs, and large amounts of memory. In
the Metaverse, where interactions occur between users and various objects, it is important
to allow users to freely place objects of various types without constraints and show them
to others. In the case of a digital twin that needs to respond in both the real and virtual
worlds, these features are even more necessary. Therefore, as the number of high-resolution
objects placed in the world increases, Metaverse platforms on mobile devices, portable
gaming consoles, and regular office PCs, which have relatively weak computing power,
experience performance degradation and overheating issues. To address these problems,
various algorithms are being researched to reduce the overhead of computing operations.
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Recently, object culling techniques have emerged as essential technologies in Metaverse
platforms, including game engines [3], to accelerate the rendering of various objects in
real-time. Object culling is a technique that removes or simplifies objects that are not
visible on the screen to minimize unnecessary rendering tasks. For example, view frustum
culling (VFC) [4] and occlusion culling [5], shown in Figure 1, are representative object
culling techniques. VFC is a method of processing objects that are not visible on the screen
but are limited to objects within the frustum. The view frustum is constructed based on
information, such as camera position, field of view and aspect ratio, and only the objects
within the view frustum are selected for culling. By doing so, unnecessary objects outside
the view frustum do not need to be rendered, resulting in improved rendering performance.
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Object culling is a technique used in real-time rendering to improve performance by
excluding objects that are not visible to the viewer. Occlusion culling, which is based on the
same principle as VFC, selectively excludes objects that are within the viewer’s field of view
but obscured by other objects, reducing unnecessary computations. To achieve this, the
objects within the viewer’s field of view are rendered in advance to create a depth buffer,
which is used to determine which objects to exclude from rendering. Collision detection [6]
or rasterization techniques [7] can be used to determine which objects are not visible.

Object culling can significantly reduce rendering time as the number of excluded
objects increases, making it a useful technique in large Metaverse applications where many
people are interacting. However, there is a disadvantage that it does not always improve
performance. When most objects are not culled, computational time is required to select
the objects to cull, in addition to the rendering operations, which can actually decrease
rendering performance.

To perform object culling, a common method is to inspect all objects to select the objects
to use in the next frame. However, this is highly inefficient, so hierarchical search methods
based on bounding volume hierarchies have been proposed. HROC (Hierarchical Raster
Occlusion Culling) [8] is a method that performs occlusion culling using hierarchical data
structures on the GPU, reducing the computational time required to determine unnecessary
objects for rendering. However, this method also has the disadvantage of becoming slower
when the number of objects to be processed by the GPU reaches its limit, as it may take
longer to perform rendering without object culling.

In this paper, we propose a more efficient approach for performing object culling in
large-scale scenes using vertex-chunk. To address the bottleneck issue in the GPU, input
data is grouped into chunks and culling is performed at the chunk level on the CPU. This
reduces the input data values of the conventional object culling process with minimal
computations. Additionally, when creating chunk data, the geometry data is compressed,
and unlike previous methods, we do not input bounding boxes of all objects into the GPU
rendering pipeline. Instead, each object’s bounding box is compressed in vertex format,
and only the vertex lists present in the specified area of the chunk map data structure
are stored. This partitioning into area units allows for the selection of only the necessary
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data for computations, facilitating the real-time assembly of the input buffer in the GPU
rendering pipeline and reducing transmission and computational overheads. We also
describe a method for efficiently unpacking the vertex-compressed data at the geometry
shader stage of the GPU and rapidly selecting the data for culling.

In conclusion, the proposed Vertex-Chunk method is an efficient way to access massive
world data compared to existing methods, allowing for the faster selection of objects to
cull than previous methods. This method is not limited to occlusion culling but can also be
applied to other object culling techniques. In Section 2, we introduce the research related to
the proposed method, and in Section 3, we provide a detailed description of the proposed
method. In Section 4, we discuss the experiments and results, and in Section 5, we conclude
the paper.

2. Related Works

Object culling is an essential technique in real-time rendering that efficiently accelerates
the rendering process by removing objects that do not affect the final rendering result. With
various hardware-based features added to recent GPUs, these techniques are being more
effectively utilized. Generally, scenes are most affected by viewing conditions, so the
selection process of objects to cull is crucial and dependent on the viewing condition. VFC
is a typical example that utilizes the viewing condition. This technique selects only the
objects within the field of view to render, effectively culling objects outside the field of
view to improve rendering performance. Typically, objects are rendered if their bounding
volume falls within the view frustum.

The geometry shader [9] is a GPU pipeline stage [10] that enables the selection
and culling of geometric data during on-line processing. Using this stage, the VFC
technique [11,12] can efficiently remove objects outside the field of view in a single pass.
However, this technique cannot select and remove objects within obstructed areas due
to occluders. Occlusion culling is a method of selecting and culling objects located in
obstructed areas by occluders.

Recent GPUs perform fragment-level culling effectively by using techniques, such as
early depth test (early Z) [7] or Hierarchical-Z(Hi-Z) [13], to remove unnecessary fragment
operations on the object’s unwanted areas. However, these methods cannot perform culling
at the object level, so object operations must be performed through draw calls, which is
a disadvantage.

To select objects more efficiently, techniques using depth buffers with a hierarchical
structure have been researched [14–16]. These techniques quickly find the obstructed
areas by occluders, and select and cull objects located in these areas. This method uses a
low-resolution depth buffer to efficiently reduce the amount of computation, solving the
problems of existing object-level rendering techniques. However, it requires a two-pass
rendering process.

To quickly select objects in a single pass, techniques using bounding volumes are
available. These techniques improve the speed of creating the depth buffer by using
methods such as Box, Sphere, and K-DOP [12,17,18]. Since they effectively reduce the
geometric data of objects using high-resolution meshes, these techniques can resolve the
bottleneck that occurs in the rasterization stage when creating the first depth buffer in
scenes with many objects.

Methods that use hierarchical structures, such as Bounding Volume Hierarchy [19],
have been proposed to efficiently perform occlusion calculations in larger scenes with more
objects. Among these methods, research that utilizes temporal coherence [8,20] proposes
to update the hierarchy only for objects whose positions have changed since the previous
frame, which reduces the cost of updating the hierarchy for objects that have not moved.

With the advancement of game engines [21] used to build the metaverse, various fields
have started utilizing object culling techniques. In metaverses based on real-world environ-
ments such interior areas [22], acceleration for lighting processing is essential. Therefore,
there are ongoing research efforts to integrate occlusion culling techniques with lighting
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rendering algorithms. The Particle-k-d tree [23] is a method that performs probabilistic
occlusion culling based on ray tracing, which has achieved speed improvements in fixed
viewpoints. In the field of lighting, research has also been conducted on methods for culling
rays that do not intersect with objects in order to achieve real-time lighting for dynamic
entities [24], not just objects.

For molecular-level simulations, such as fluid dynamics, a method has been proposed
that divides particles into groups to define occluders for particle-level occlusion culling [5].
This method improves the rendering performance of particle-based rendering by grouping
and removing certain particles, instead of performing rendering for all particles. Particles,
such as fluids, are challenging to generate accurate geometric data, and occlusion culling is
only possible when particle positions align perfectly at the pixel level and each particle is
opaque. Performing such calculations for massive particles is inefficient, so grouping them
allows for defining occludees for spatial regions, enabling culling and selectively choosing
particle data required for rendering more simply and quickly than before.

In the holography domain, performance improvement methods utilizing occlusion
culling have also been proposed [25,26]. Computer-generated holography visualizes using
point sources as units. These point sources, representing color units in the spatial domain
for hologram creation, define occludees in the spatial region through spatial data structures,
such as octrees. By reducing calculations for specific regions due to the optical nature of
reconstructing computer-generated holographic images, efficient spatial-level operations
can be achieved for hologram devices.

In the modern metaverse environment, where realistic images need to be rendered
in real-time on mobile platforms, it is advantageous to create accurate occluders that
precisely hide objects. Therefore, instead of methods [27] that reduce power consumption by
minimizing computations through occlusion culling, an approach [28] has been proposed to
automatically place occluders in locations where occlusion occurs frequently. This method
places low-resolution occluders in crucial locations, allowing exclusion of high-resolution
meshes from rendering calculations, thus efficiently reducing computations.

3. GPU Accelerated Hierarchical Object Culling

Object culling is a necessary technique for rendering multiple objects in real-time on
Metaverse platforms. However, since additional calculations are required to select objects
to cull in the overall process, performance may be lower than with previous methods. To
address this issue, the proposed method uses a Vertex-Chunk to reduce the total amount of
input data required for culling operations, resulting in more efficient calculations in the
graphics pipeline.

The input data consists of objects that make up the three-dimensional world in the
content. These data include three-dimensional coordinates and resources, such as shaders
or textures, corresponding to materials. Since most objects are rendered individually, culling
operations are essential to improve the overall performance of the rendering process.

Figure 2 shows the overall procedure of the proposed method. In the preprocessing
stage, a Bounding Volume is obtained for each Object to compress it into a Vertex form.
The proposed method uses AABB (Axis-Aligned Bounding Box) [12] to simplify the pro-
cess. After obtaining the Bounding Volume, it is compressed into a single Vertex. These
compressed vertices are then divided into regions and stored as Vertex Chunks. During
the rendering stage, only the necessary Chunks are selected and a new input vertex buffer
is assembled each frame. This newly assembled buffer is more optimized than previous
methods as it contains less data required for the screen space. On the GPU, the restored
vertex group is further optimized by applying Visibility checking and VFC using AABB.
Then, the fragment shader performs occlusion testing using early depth testing, followed
by culling.
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3.1. Object Culling

To perform object culling, it is important to determine if an object exists in the position
where it will be drawn on the screen. The proposed method selects objects to be drawn on
the screen using three methods.

• Check if the object is located within the view frustum.
• Check if the object is of a visible size in screen space.
• Check if the object is occluded by an occluder.

The above three methods are performed to check if an object is being drawn on the
screen. The first method, VFC, is a widely known acceleration method that determines if an
object is located inside the six planes that comprise the View Frustum. This method can be
easily computed by using the object’s bounding sphere, which can be obtained by drawing
a sphere with its center and radius.

The second method measures the size of the object that will be drawn on the screen to
determine its visibility. If the predicted size of the object on the screen is smaller than one
pixel, it will be culled. This method can also be quickly computed by using the formula for
the screen space area τ when a bounding sphere is drawn on the screen.

τ =

(
r× ls

2
× distance

(
cobj, ccamera

)
× tan

(
FOV

2

))2
π (1)

The three methods described above are performed to check whether an object is drawn
on the screen. The first method, VFC, is a widely known acceleration method that checks
whether an object is located inside the six planes that comprise the View Frustum. This
method can be easily computed by drawing a bounding sphere around the object using its
center and radius.

The second method measures the size of the object that will be drawn on the screen
to determine its visibility. If the predicted size of the object is smaller than one pixel, it
is culled. The area of the object in the screen space can be quickly computed using the
following formula if the bounding sphere is drawn on the screen.

All spheres are assumed to be rasterized into circles in screen space. Using the distance
and FOV (Field of View) between the viewing camera origin (ccamera) and the origin of the
object (cobj), the length of the radius r of the sphere in the screen space can be measured.
This can be used to compute the area of the circle with a radius of r, which predicts the
space the object occupies in the screen space. If the area is smaller than one pixel because
the object is very small, culling is performed.

All three methods can perform culling using simple calculations on the GPU by using
bounding spheres. However, in the case of the third method, occlusion culling, which uses
the latest ROC (Raster Occlusion Culling), it is more advantageous to use an AABB that uses
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relatively small geometry because mesh composed of triangles must be rasterized. This
method creates an AABB for replace occludes into simple geometry and determines whether
they will be drawn on the screen or not by performing the Rasterize phase and using early
Z termination. Early Z termination refers to the technique of performing depth testing at an
early stage, specifically during the rasterize stage, to determine whether occluded objects
can be replaced with simplified geometry and avoid unnecessary rendering.

3.2. Data Compression

In the proposed method, an AABB that can easily determine the object’s boundaries is
used as a common object boundary so that it can be used in all three culling methods, as
described in Section 3.1. To rasterize this bounding box, a mesh composed of 12 triangles
with a total of 36 vertices must be used. As the amount of geometry data increases, the
overhead related to Object Culling also increases, so the proposed method needs to reduce
the data of this mesh.

Figure 3 describes a method of compressing AABB vertices to be used. Generally,
AABB is defined as a rectangular parallelepiped whose edges are parallel to the XYZ axes
of a three-dimensional space. Therefore, by extracting the maximum and minimum values
of the x, y, and z components of the vertices that constitute the object, we can construct an
AABB. Let us denote the center of this bounding box as c, and let

→
r represent the vector

from this center to a vertex located in the positive direction. If we obtain vectors of the same
size that are symmetric with respect to the remaining octants, given the knowledge of c and
→
r , we can reconstruct the AABB. So if we save the distance from the center point of AABB,
c, to the point furthest away in the positive direction from the center point, we can restore
the shape of AABB. By saving the position of the center point of AABB in the position
attribute and the size of AABB in the normal attribute, such as the gray vertex, we can
effectively compress AABB into a single vertex with only position and normal information.
This allows for the easy restoration of the mesh as a box shape in the geometry shader
stage, when fragment-level calculations of the mesh are required in rasterization stages,
such as Raster Occlusion Culling. Therefore, by reducing the amount of input data and
operations per vertex in the stage of checking VFC or Visibility, it is possible to restore the
data in the Raster stage and use it with a small amount of geometry.
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3.3. Vertex-Chunk Generation and Assembling Input Buffer

Compressed objects can have advantages with minimal geometry, but in the Metaverse,
even these compressed geometries can be wasteful. To address this issue, methods have
been proposed using Bounding Volume Hierarchy, such as HROC [8], to more efficiently
use compressed vertex groups called Vertex-Chunks. BVH is commonly used for objects
with hierarchies, such as skeletal meshes, or combinations of different objects that make
up a parent object. Assuming a uniform division of an object’s area and creating BVH
similar to a Quadtree [4], chunks are defined as a bundle of objects located in a divided
area. However, this approach presents problems, as shown in Figure 4, where objects
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overlapping adjacent areas, such as the gray area in the middle (belonging to Chunk 1), can
occur, which can interfere with chunk-level VFC when performing algorithms such VFC.
Furthermore, there is an issue of ambiguity in which chunk to include in the compressed
vertices of overlapping objects.
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regions, as shown in Figure 5. The white area contains only vertices that fully fit within
the region, while the Shared Chunk stores objects that are shared by both regions. When
using these chunks to construct a bounding volume hierarchy (BVH), a hierarchy based on
regions can be easily created. This can be particularly useful for applications, such as the
Metaverse rendering large worlds, where techniques such as VFC can be efficiently applied
in advance. The region selection using BVH can be performed prior to vertex-level culling
explained in Section 3.1 to more efficiently reduce the number of vertices required for the
culling process.
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4. Experimental Results and Discussion

To demonstrate the effectiveness of the proposed method, experiments were conducted
to compare it with existing methods. In order to verify real-time rendering of multiple
objects in the metaverse, it is crucial to measure the performance of the client process
responsible for rendering the screen. Therefore, in the proposed method, the performance
of the proposed approach was measured in terms of frames per second (fps) to compare it
with other acceleration methods.

The experiments were performed on a popular PC environment with an Intel® Core™
i5-1038NG7 10th Generation (Ice Lake) CPU, 16 GB of main memory, and an Intel® Iris®

Plus Graphics processor. DirectX was used as the graphics library on the PC. Two virtual
worlds were created for performance evaluation: a “Regular World” with multiple identical
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spherical objects evenly distributed, and an “Irregular World” with different-sized and
unevenly distributed spherical objects. The results for these worlds are shown in Figure 6.
In general, various objects such as cars, buildings, and characters are commonly used
in the Metaverse. These objects are typically composed of multiple polygons, and the
rendering performance of the GPU pipeline is largely influenced by the number of polygons.
Therefore, to construct a test scene in the Metaverse that includes a diverse range of objects,
we chose to use spheres, which consist of a higher number of polygons, and arranged them
in multiple instances.
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Regular world serves as an ideal experimental environment where objects are arranged
with a consistent pattern, resulting in a constant number of polygons within the same
space. Thus, it represents an optimal scenario for the proposed method of constructing
chunks based on spatial units. On the other hand, irregular world features non-uniform
placement of objects of varying sizes within the same space. As a result, chunks are
constructed in a manner that resembles the real-world configuration of spaces in the
Metaverse. Moreover, the overlapping of spheres allows for the formation of diverse
shapes, enabling the representation of objects, such as humans, cars, and buildings, which
closely resemble the variety of objects found in real-world data.

The experiments were divided into two parts to demonstrate the efficiency of the pro-
posed method. The first part involved measuring the computational complexity required
for culling, while the second part involved measuring the actual performance improvement
due to culling.

The key aspect of the proposed method is to accelerate the occlusion culling stage by
performing VFC and visibility culling [11] on a vertex-chunk basis in large-scale scenes. To
demonstrate the efficiency of the proposed approach, it is necessary to compare and analyze
it with various existing studies. Among the recent studies in the field of computer graphics,
HROC [8], and its foundational study, ROC [10], have shown excellent performance in
rendering scenes with large-scale worlds, employing early Z techniques similar to the
proposed method. HROC accelerates occlusion culling on GPUs using bounding volume
hierarchy and ray-casting techniques, similar to the proposed method. In contrast, the
proposed method eliminates vertex chunks in advance through visibility culling and
VFC [4]. Therefore, it is necessary to demonstrate that the proposed method can render
large-scale scenes faster than HROC and ROC. Additionally, the proposed method is
analyzed by comparing it with a test application that applies only visibility culling and
VFC, examining whether the proposed method efficiently removes vertex chunks. By
comparing these two categories of methods, the efficiency of the proposed approach can be
verified when rendering large-scale worlds. The number of chunks was adjusted to ensure
that the total number of objects handled by each chunk was less than 100, and the depth of
the region for BVH construction was limited to 3 or less.

Tables 1 and 2 measure the execution time for object culling in regular and irregular
worlds based on the first experimental results. The proposed method effectively reduces
input data by using vertex chunk in advance, but it has the disadvantage of having to create
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vertex data every time and update the input buffer. Therefore, in cases such as irregular
worlds where data is irregularly clustered and objects to be uploaded sometimes need to
be clustered in a specific chunk, there are cases where the performance is not significantly
different from algorithms that do not require updates, such as HROC, if the number of
vertices increases significantly or if the Chunk is too detailed and the Buffer Assemble time
takes too long. However, as shown in the results, the proposed method has decreased the
processing time by about 23% compared to the latest model HROC, which showed the
fastest speed. It is predicted that the total GPU operations can be efficiently reduced by
significantly reducing the input data.

Table 1. Computing time required for object culling in regular world.

Total Object Num Number of Vertices Processing Time (ms)

Proposed Method 9024 2338 17
HROC 9024 324,864 29
ROC 9024 324,864 45

VFC + VC 9024 9024 21

Table 2. Computing time required for object culling in irregular world.

Total Object Num Number of Vertices Processing Time (ms)

Proposed Method 9024 2703 21
HROC 9024 229,832 26
ROC 9024 324,864 55

VFC + VC 9024 9024 31

To prove this, Tables 3 and 4 measured the time it takes for rendering in fps. As
shown in the table, the proposed method efficiently manages the Object list through Chunk
beforehand, even though the computation time to get the Objects to Cull takes longer than
HROC, resulting in superior performance in Culling. Ultimately, by using Vertex Chunk
to reduce input data and minimize GPU computations, this method showed 15% faster
performance than HROC, which uses the same approach with BVH.

Table 3. Comparison of improved rendering time through the proposed method in regular world.

Total Object Num Culled Object Num Rendering Speed (fps)

Proposed Method 9024 7938 193
HROC 9024 7938 172
ROC 9024 7938 97

VFC + VC 9024 5849 78
No Acceleration 9024 0 12

Table 4. Comparison of improved rendering time through the proposed method in the
irregular world.

Total Object Num Culled Object Num Rendering Speed (fps)

Proposed Method 9024 8127 203
HROC 9024 8127 178
ROC 9024 8127 91

VFC + VC 9024 6048 62
No Acceleration 9024 0 11

Figure 7 presents the results of FPS measurements in a moving view. The camera
view used for the measurements allows vertical movement in a three-dimensional space,
rather than a walkthrough. Starting from the ground with scene 1, the camera gradually
ascends vertically to encompass the entire world as the scene number increases. As the
view moves farther from the ground, the number of objects that need to be displayed in
each scene increases. Consequently, the number of culled objects decreases, resulting in
an overall decline in FPS. The proposed method exhibits the best performance compared
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to existing methods in this scenario. This is attributed to the effective improvement of
the existing methods’ limitations, which involve performance degradation as the input
data increases. The proposed method achieves this by utilizing vertex chunks in the pre-
processing stage to efficiently reduce the number of objects required for computation,
ensuring optimal efficiency.
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Figure 7. (a) Video measuring FPS in a moving view of the regular world, (b) Video measuring FPS
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In Table 5, we compared the average performance of object placement in the near
view, close to the ground where objects are placed, and the far view captured from a
high altitude, such as an aerial view. In the near view, chunk-level culling is performed
during preprocessing, resulting in a reduced number of polygons being input to the GPU
compared to the conventional HROC, and occlusion causes multiple objects to be culled.
Therefore, it shows relatively faster rendering speed under these observation conditions.

Table 5. Comparison of average FPS with conventional methods in fixed view.

Regular World Irregular World

Far View (fps) Near View (fps) Far View (fps) Near View (fps)

Proposed Method 29 220 37 223
HROC 21 192 33 182
ROC 23 108 31 92

VFC + VC 31 88 36 83
No Acceleration 9 12 9 12

However, in the far view of this experiment, more objects come into the field of view
at once compared to the near view, and occlusion occurs less frequently. As a result, there
is a situation where most objects need to be rendered because there are fewer objects to
be culled. For this reason, as shown in Table 5, it is possible to achieve a performance
improvement of over 20% compared to HROC in the near view, but in the far view, it
shows similar or slower speed compared to the basic methods of view frustum culling and
visibility culling. This is because they perform visibility checks for the objects composing
the scene, but most of them are not culled. However, unlike the latest techniques, such
as HROC or ROC, the method that pre-removes objects using view frustum culling and
visibility culling shows a significant performance difference due to the small input data
size. This demonstrates the efficient resolution of the issue of computational overhead in
cases where occlusion occurs infrequently, which was a problem with conventional HROC.
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5. Conclusions

In the metaverse, as the world space expands and numerous users concurrently access
it, the real-time rendering of a multitude of objects in a wide space has become a crucial
requirement. Consequently, reducing the number of polygons has emerged as a highly
significant topic in the development and research domains of the metaverse. In this paper,
we propose a method of accelerating rendering performance by using a data structure called
vertex chunk to efficiently perform object culling for fast rendering processing. This is a
new approach to hierarchical raster-occlusion culling that uses GPU-accelerated bounding
volume hierarchy to improve performance. This method effectively reduces the data input
to the GPU rendering pipeline while performing culling quickly, eliminating the need
to upload all data to GPU memory for processing. Therefore, it efficiently reduces the
computation required for selecting objects to cull, which results in an improved overall
performance. However, the method is not always effective. Similar to HROC and ROC, this
method also needs to render most objects when there are not many objects to cull on the
screen. Therefore, it shows little or even slower performance compared to the method that
only performs view frustum culling and visibility culling. This is because the proposed
method involves additional operations for rendering passes and selecting vertex chunks for
object culling. If there are no objects to cull on the screen, these operations are unnecessary.
Future research will require exploring methods to perform object culling for dynamic
objects that require real-time updates by updating chunk data in real-time.
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