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Abstract: The edge computing paradigm enables mobile devices with limited memory and process-
ing power to execute delay-sensitive, compute-intensive, and bandwidth-intensive applications on
the network by bringing the computational power and storage capacity closer to end users. Edge
computing comprises heterogeneous computing platforms with resource constraints that are geo-
graphically distributed all over the network. As users are mobile and applications change over time,
identifying an optimal task scheduling method is a complex multi-objective optimization problem
that is NP-hard, meaning the exhaustive search with a time complexity that grows exponentially
can solve the problem. Therefore, various approaches are utilized to discover a good solution for
scheduling the tasks within a reasonable time complexity, while achieving the most optimal solution
takes exponential time. This study reviews task scheduling algorithms based on centralized and
distributed methods in a three-layer computing architecture to identify their strengths and limitations
in scheduling tasks to edge service nodes.

Keywords: edge computing; internet of things; task scheduling

1. Introduction

Offloading compute- and memory-intensive tasks to a remote server decreases power
consumption and increases the battery lifetime of end-user devices; thus, cloud comput-
ing was provided via the mobile operator and the Internet to support users’ needs for
computation power and data. Cloud computing was a reasonable solution to the demand
for computations and data rates in the cloud era when mobile users and IoT devices only
consumed data, such as watching videos on mobile phones while sending data such as
sending an email. However, cloud computing faces significant challenges in meeting the
needs of specific IoT applications. For example, applications that require real-time data
processing, such as autonomous vehicles, can experience latency when processing data
in the cloud. In addition, applications with bandwidth-intensive requirements, such as
surveillance cameras, cannot accurately transfer data to the cloud for processing. Moreover,
applications that deal with sensitive data, such as healthcare and financial systems, require
high levels of security and privacy, which can be compromised when data are transferred
to the cloud. Finally, some applications need cost-efficient computation and storage, which
may not be achievable with cloud computing. In addition, delays and jitters provided by
long wide area networks (WANs) are considerable obstacles in cloud computing for data
transmission in the user-application interaction, while delay controlling in the WAN scale
is problematic [1]. Furthermore, current mobile users and IoT devices applications and ser-
vices are highly demanding in data, computation, and quality of services (QoS); the current
mobile users and IoT devices create data as much as or even more than the amount of data
they consume with the real-time response need [2]. For instance, many mobile users and
IoT devices need a lot of bandwidth for uploading and sharing high-quality videos on social
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network platforms. Additionally, recent cameras are artificial-intelligence-powered cam-
eras with real-time object detection, face recognition, and semantic segmentation abilities
that need intensive computation and low latency [3]. However, the QoS of the mentioned
application exponentially decreased as much as the latency increased [3]. According to
Cisco and IHS Markit predictions [4,5], the number of connected IoT devices will exceed
100 billion in 2030 from around 26 billion in 2020. In addition to the number of devices,
another significant challenge of the network is the management of both computation and
data communication in the post-cloud era [6]. The end-user devices generate abundant
data in the post-cloud era, and the data need to be processed for diverse applications such
as healthcare IoT, vehicular IoT, autonomous driving, unmanned aerial vehicles, satellite
IoT, and industrial IoT in wireless networks [7]. However, edge computing can bring
computation and storage power near to the user instead of the cloud; thus, edge computing
can considerably help the flow of backbone networks, improve end-to-end communication
speed, and positively contribute to the quality of experience (QoE) for the users [8]. More-
over, since edge computing provides computing and storage resources close to the end user,
edge computing enables users to execute highly demanding applications that are sensitive
to delay. Finally, edge computing is beneficial and necessary for modern IoT applications as
it can securely process sensitive data, enable large-scale data processing, facilitate real-time
data streaming, enable fast response times in smart applications, improve application
accessibility in remote areas, and decrease internet bandwidth utilization.

Edge computing systems encounter an optimization problem that involves the coordi-
nation of wireless frequency spectrum, computing, and storage resources while considering
power consumption and latency limitations. Edge services, including sensing, commu-
nication, computing, storage, and intelligence, could be provided for the users through
base stations, access points, and roadside units. Furthermore, one of the fifth-generation of
mobile communications (5G) goals is to operate for many mobile users and IoT devices with
different applications and intense processing and storage requirements [9]. Consequently,
with the advent of the 5G networks and drastic increment in the number of users and their
intense requirements, the network computing paradigm needs to change from centralized
data centers to decentralized near the edge of the network where the data are generated
and consumed. In addition to intense computation and data transmission in 5G, the latency
harms interactive response despite adequate bandwidth. In addition, data transmission is
one of the critical elements in the cloud computing paradigm; however, data transmission
encounters several challenges, such as massive data volume, communication cost, reliabil-
ity, data privacy and security, and data administrative policies. Moreover, cloud computing
suffers from end-to-end latency for highly interactive applications such as visualization,
raster graphics editor, augmented reality (AR), and virtual reality (VR) [10]. Therefore,
the network encounters massive amounts of generated data and needs to manage the
network resources for the deployed applications in the network. Furthermore, some of
the applications in healthcare, autonomous vehicle, and industrial domains deployed in
the network have one or all the following characteristics: (1) they require short or reliable
response time; (2) they have private data; and (3) they generate tremendous quantities
of data. For instance, connected and autonomous driving (CAD) is an application with
real-time requirements for avoiding collision and individuals’ safety; thus, simultaneous
localization and mapping (SLAM) is vital. However, SLAM is a time-sensitive and high-
computation operation that is needed to be executed by a server. Although the cloud can
quickly perform tasks, communication latency to the cloud is not suitable for the SLAM.
Nonetheless, the edge can satisfy both the computation and delay demands of SLAM [11].
In addition to CAD, industrial IoT services need reliable response time for the applications
such as real-time controlling actions [12]. Video surveillance is another application that, if it
is developed enough, a jumbo volume of data will generate; thus, the cloud is an inefficient
solution for video analysis due to the communication delay for the data transmission [13].

Furthermore, edge computing can address healthcare IoTs computation and storage
concerns. Since individuals who encounter chronic or critical diseases are monitored



Electronics 2023, 12, 2599 3 of 27

continuously, their data need to be processed and analyzed in real time while the data
volume is enormous. Therefore, edge computing can execute the patient data near where it
is generated, which leads to eliminating communication delays, mitigating traffic collisions,
and preventing data breaches in the network [14].

Consequently, offloading the computation of the mentioned applications to the cloud
raises safety, reliability, and communication concern. Therefore, edge computing brings com-
putation power near applications with intense computation, privacy, and safety concerns.
Edge computing enables several real-time applications, such as telemedicine, haptic telecom-
munications, and immersive VR services, which have strict real-time requirements [15].

In addition to the distance (geographical distance between a client and a data center)
that contributes to the increment of latency in cloud computing, any improvement in
security, energy efficiency, and manageability of WAN leads to higher latency in network
response. For instance, firewalls, authentications, transmission medium (link), network
device functions, and energy-aware techniques in wireless communication are employed
to improve the mentioned WAN goals while increasing the network latency.

One of the initial steps in the evolution from cloud computing to edge computing was
the development of cloudlets. Cloudlets are designed to offer computation and storage
resources at specific locations with high demand for these resources [16]. Although cloudlet
is accessible via a Wi-Fi connection, cloudlet is not part of the cloud computing network,
and the end-user needs to switch from the network (cloud computing) to Wi-Fi (cloudlet).
Nevertheless, edge computing aims to provide resources near users along with cloud
computing coverage, which can support users’ mobility throughout the network.

Many papers have reviewed the progress and development of edge computing in
recent years. In this paper, we examine the state-of-the-art surveys on scheduling algorithms
in edge computing and compare them based on specific criteria, as presented in Table 1.
We evaluate the suitability of task scheduling algorithms for time-sensitive applications
and systems, as indicated in Table 1.

Table 1. Summary of recent surveys and comparison with this review.

Ref. Edge
Computing

Resource and
Task Management

Real-Time
Perspective Summary

[17] Yes No No

Presents a classification of industrial aspects benefiting
from IoT and edge computing. Proposes two
real-world use cases that address urban smart living
challenges and proposes a new architecture based on
edge-IoT for e-healthcare.

[18] Yes No No
Explains the issues in the collaboration between edge
computing and CPS, reviewing recent papers focusing
on and classifying QoS optimization.

[14] Yes No No

Reviews the research on the collaboration between edge
computing and healthcare applications, focusing on
architecture and techniques. Discusses the challenges of
healthcare applications in edge computing and provide
an overview of all data operations.

[6] Yes No No

Investigates edge computing as a next-generation
computing technology. Elaborates on how edge
computing can reduce operating costs and enhance
security. Analyzes the aspects of data transmission and
communication within edge computing.

[1] Yes No No

Overview of edge computing architecture, applications,
and security includes the analysis of potential security
risks and vulnerabilities. Several protection methods
are explored to mitigate security threats.
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Table 1. Cont.

Ref. Edge
Computing

Resource and
Task Management

Real-Time
Perspective Summary

[19] Yes No No

Examines virtualization techniques in computation
and networking resources and explore their
deployment in edge computing. Investigates the
relationship between virtualization techniques and the
requirements of IoT services.

[20] Yes No No Explains the definitions and core characteristics of edge
computing and investigates different application scenarios.

[21] Yes Yes No

Research works on task offloading are analyzed from a
stochastic perspective, and a taxonomy comprising
Markov chains, Markov processes, and hidden Markov
models is presented.

[22] Yes Yes No
Reviews recent research on VEC regarding different
aspects, presents various VEC applications, and
categorize them.

[23] Yes Yes No

Reviews the papers on resource management in edge
computing, wherein different aspects of resource
management are explained, including computation
offloading, resource allocation, and resource provisioning.

[24] Yes Yes No

Examines various task scheduling methods in the
context of edge computing and explores the
relationship between these methods and their
corresponding problem formulations.

[25] Yes Yes No

Reviews resource management methods suitable for
cloud, edge, and fog environments. Proposes an
assessment framework comprising measurements for
resource management algorithms in edge computing.

[26] Yes Yes No

Reviews the research progress made in edge
computing regarding the service placement problem
(SPP). Categorizes the various methods employed for
task scheduling and other aspects associated with SPP.

[2] Yes Yes No Reviews recent research progress in task offloading
techniques for edge computing.

[27] Yes Yes No
Reviews the progress made on energy-aware aspects
of edge computing in different domains,
including task management.

[23] Yes Yes No

Explains the edge computing architecture and its
collaboration with different task scheduling algorithms
and classify recent research on resource management
in edge computing. Divides the scheduling algorithms
based on their operation mode.

[12] Yes Yes No

Explains the collaboration between IIoT and edge
computing, as well as the related research progress.
Provides a review of the advancements achieved in
various technical aspects of edge computing, including
task scheduling.

[28] Yes Yes No

Provides an overview of the advancements in
computation offloading and categorizes computation
offloading models into different classes. Explains the
fundamental concepts of computation offloading and
discuss various methods utilized in it.
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Table 1. Cont.

Ref. Edge
Computing

Resource and
Task Management

Real-Time
Perspective Summary

[29] Yes Yes No Provides a taxonomy of recent task scheduling
algorithms in edge/fog computing.

[30] Yes Yes No

Reviews the recent research progress of task
scheduling algorithms in edge computing, categorizing
them based on task dependency and the number of
available servers.

This paper Yes Yes Yes

A comprehensive survey examines the recent progress
in task scheduling algorithms. The algorithms are
categorized based on their operation mode, problem
formulation method, and their suitability for
time-sensitive applications.

Consequently, the contributions of this review are as follows:

• We elucidate the differences between the operation mode and execution paradigms of
edge computing and cloud computing. We analyze each paradigm from multiple aspects,
including deployment, distance, latency, computation power, and storage capacity.

• We explain the architecture of edge computing and its collaboration with the end user
and the cloud. In addition, we illustrate the network architecture, which encompasses
the end-user (things), edge, and cloud components. We also provide an explanation
of each layer within this architecture. Moreover, we conduct a comprehensive re-
view of the available computing resources within edge computing. Additionally, we
distinguish and outline the distinctive characteristics associated with each resource
type. Furthermore, we present advancements in 6G as an emerging technology and
consequential impact on edge computing.

• We present a step-by-step explanation of the task scheduling procedure in edge com-
puting and discuss why edge computing is considered a promising approach for
offloading time-sensitive and data-sensitive applications.

• We explore the optimization perspectives and objectives presented in state-of-the-art papers
on task scheduling and examine how each paper formulates the scheduling problem.

• We categorize the task scheduling techniques into two main categories, distinguished
by their operation and execution mode. Moreover, we thoroughly examine each
category, presenting a detailed discussion of their characteristics. Additionally, we
clarify the advantages and disadvantages inherent in each technique. Furthermore,
we construct a table that compares over fifty state-of-the-art works on task scheduling
to each other, considering multiple parameters.

• We clarify which task-scheduling techniques appear promising for effectively schedul-
ing time-sensitive applications.

Table 2 provides a comprehensive list of frequently used acronyms in the survey. The
rest of this paper is organized as follows. Section 2 discusses the fundamental concepts of
task scheduling in edge computing, while Section 3 outlines the research methodology used
in this study. Section 4 provides an overview of network architecture in edge computing.
Section 5 examines optimization properties and how they can be utilized to improve task
scheduling in edge computing. Section 6 discusses the current techniques for solving the
task scheduling problem in edge computing. Section 7 focuses on the suitability of different
methods for scheduling the tasks of real-time applications. Finally, Section 8 highlights the
open issues and future research directions in task scheduling in edge computing.
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Table 2. Acronyms used in this survey.

Acronym Definition

WAN Wide Area Network
QoS Quality of Service
IoT Internet of Things
QoE Quality of Experience
AR Augmented Reality
VR Virtual Reality

CAD Connected and Autonomous Driving
SLAM Simultaneous Localization and Mapping
RSU Roadside Unit
UAV Unmanned Aerial Vehicle

WBAN Wireless Body Area Networks
RQ Research Question
IC Inclusion Criteria

LTE Long-Term Evolution
Wi-Fi Wireless Fidelity
CPU Central Processing Unit
GPU Graphics Processing Unit
ASIC Application Specific Integrated Circuit
FPGA Field Programmable Gate Array
DAG Directed Acyclic Graph
XR Extended Reality
AI Artificial Intelligence
ML Machine Learning
ILP Integer Linear Programming

MILP Mixed Integer Linear Programming
MINLP Mixed Integer Non-Linear Programming

MDP Markov Decision Process
ADMM Alternating Direction Method of Multipliers

EDF Earliest Deadline First
FCFS First Come First Serve

NSGA Non-dominated Sorting Genetic Algorithm
MOWO Multi-Objective Whale Optimization

SLA Service Level Agreement
DRL Deep Reinforcement Learning
ASA Simulated Annealing Approach
DQN Deep Q-learning Network

FL Federated Learning
LSTM Long Short-Term Memory

MAML Model-agnostic Meta-learning
IIoT Industrial Internet of Things
IoV Internet of Vehicles

2. Task Scheduling in Edge Computing

One significant distinction between cloud computing and edge computing is their
computation paradigm, which must be considered when implementing task scheduling
methods. Cloud computing is a centralized computing paradigm, whereas edge computing
is a distributed computing paradigm. Therefore, to ensure optimal performance, the
task scheduling techniques employed in each should be different and compatible with
the characteristics of each paradigm. Although cloud computing and edge computing
are services for offloading computation tasks from the end-user device to a server, they
have different computation paradigms that make them suitable for various applications.
Cloud computing is a centralized computation facility that is proper for process-intensive
applications. In contrast, the bottleneck of cloud computing is the networks’ bandwidth
and privacy guarantee for sensitive data. Conversely, edge computing could address
concerns such as latency, bandwidth, security, privacy, and limited battery power of mobile
devices and embedded systems [7,31,32]. In addition to different computation paradigms
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in cloud computing and edge computing, cloud computing services are accessible by the
Internet for end-users. However, end-users utilize edge server nodes near them, which can
vary in different locations. Therefore, edge computing can support applications that have
latency, bandwidth, security, and privacy considerations. Table 3 highlights the technical
differences between cloud computing and edge computing [29].

Table 3. General comparison of cloud and edge computing.

Characteristic Cloud Computing Edge Computing

Deployment Centralized Distributed
Distance High Low
Latency High Low

Computation power Ample Limited
Storage capacity Ample Limited

In recent years, mobile applications such as social networks, games, healthcare, mobile
payment, VR, and AR are becoming increasingly complex and demand more computing re-
sources and energy [23]. Hence, offloading the possible tasks of the mentioned applications
to edge computing can increase the QoS and reduce energy consumption for time-sensitive
applications and power-constrained devices, respectively. For example, edge computing
enables vehicles to offload the tasks of sensory data analysis and navigation path identi-
fication to edge nodes such as roadside units (RSUs) for fast processing [33]. Moreover,
unmanned aerial vehicles (UAVs) utilize edge computing, where drones offload their image
processing tasks for navigation to the edge servers [34].

Task scheduling generally involves assigning appropriate resources to tasks for execu-
tion at the right time. The efficiency metrics of a task scheduling technique increase as it
accurately allocates tasks to a suitable server. In edge computing, task scheduling entails
participants using a methodology to allocate tasks to edge resources for execution that can
be described as follows [23]:

• Participants: the components of the network that collaborate on task execution, such
as user, edge, and cloud, are the participants [35].

• Resources: edge computing components that provide a service in the network, such
as communication resources, storage resources, caching resources, and computing
resources [36].

• Tasks: a unit work in an application in which there are different types of tasks in edge
computing such as LiDAR [37] or camera [38] of autonomous vehicles, wireless body
area networks (WBAN) of healthcare IoT applications [17].

• Methodology: different methods can be utilized to schedule tasks, including central-
ized and distributed [39].

Any efficient task scheduling method, either centralized or distributed, needs to
consider three aspects [29]:

• Computation offloading: Determining which tasks need to executed by edge computing.
• Resource allocation: Determining which of the edge computing server nodes is the

most suitable for the task.
• User mobility: The task scheduling method should regularly check the presence of the

end-user as the user might leave or join the covered area.

The network consists of three layers: things, edge, and cloud. The things layer includes
various end-user devices, such as smart home devices, surveillance cameras, autonomous
vehicles, VR and AR gadgets, unmanned aerial vehicles, and industrial devices in smart
factories. The edge and cloud layers host servers that carry out tasks for these end-user
devices. The edge servers, situated close to the end users, are suitable for time-sensitive
and data-sensitive applications. However, it should be noted that the Edge servers have
lower computing power and storage capacity compared to the cloud servers. Accordingly,
a task scheduling algorithm considers the availability of servers, including edge servers
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and cloud, as well as the tasks of end-users. The algorithm then schedules end-user tasks
by considering the requirements of end-users’ tasks and the capabilities of edge servers and
the cloud. For example, consider Figure 1, which depicts two cars as end-users, three edge
servers, and the cloud. Each car wants to offload its entertainment tasks, such as gaming
and multimedia player tasks. Now, the scheduling algorithm has two users with specified
tasks. The algorithm schedules the tasks based on their computing, memory, and time
requirements to edge servers or the cloud. If the tasks are time-sensitive and data-sensitive,
they will be scheduled on edge servers. The task scheduling algorithm selects an edge
server from all the available edge servers with sufficient computing power and memory
capacity to execute the task within the required latency based on the task’s requirements.
However, if the tasks are compute-intensive and memory-intensive, they will be offloaded
to the cloud. The task scheduling algorithm continuously checks for the arrival of new
tasks or users to the network to promptly respond and schedule tasks without any delay.
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3. Method

This review paper adheres to the spirit of the guidelines proposed by Kitchenham et al. [40].
This section discusses the methodology used to conduct this review, including the research
questions and inclusion criteria considered.

3.1. Research Question

This study intends to answer the following research questions (RQs):

• RQ1: What techniques have been utilized for scheduling the tasks in edge computing?

o Through resolving these investigations, a more comprehensive comprehension
of different task scheduling methods can be achieved, facilitating an exploration
of the advantages and disadvantages of each method to determine appropriate
task scheduling approaches for time-sensitive applications.

• RQ2: What techniques are suitable for scheduling the tasks of time-sensitive applications?

o Answering this inquiry would clarify which task-scheduling technique is more
suitable for time-sensitive applications.



Electronics 2023, 12, 2599 9 of 27

3.2. Inclusion Criteria

Once the research questions of the review have been developed, as mentioned earlier,
it is essential to establish appropriate inclusion criteria (IC) for selecting previous studies to
be reviewed. This process ensures an unbiased analysis of the primary studies. Therefore,
previous studies must fulfill at least one of the following criteria to be included in the review.
We review state-of-the-art papers that address various aspects of task scheduling, resource
management, resource usage optimization, end-user power, and delay optimization, as
well as the implementation of real-time applications and systems in edge computing.

• IC1: Address the task and resource management on edge computing.
• IC2: Address the task scheduling challenge on edge computing.
• IC3: Address the implementation and development of time-sensitive applications in

edge computing.
• IC4: Address task complexity in task scheduling to manage various tasks with different

levels of complexity.
• IC5: Address resource availability of computational resources, including processors,

memory, and storage, at edge devices into the task scheduling algorithm.
• IC6: Address latency requirements of tasks with strict latency requirements to ensure

deadlines are met.
• IC7: Address the optimization of energy consumption in edge devices.
• IC8: Address the optimization of computation latency of edge devices in edge computing.
• IC9: Address security and privacy to ensure the confidentiality and integrity of the

data being processed on edge devices.
• IC10: Address network bandwidth availability where data need to be transmitted in

the edge network.
• IC11: Address users’ preferences, such as their desired service quality level or willing-

ness to trade off performance for energy savings.

4. Network Architecture

Although cloud computing encounters difficulties in fulfilling real-time applications’
requirements due to the delay, edge computing can only partially handle some enter-
prise applications such as supply chain management, customer relationship management,
large-scale web applications, and large-scale mobile applications. Therefore, a realistic
network computing paradigm comprises cloud computing and edge computing as collabo-
rative computation platforms. Consequently, many studies [23,41,42] consider three-tier
(three-layered) network architecture composed of the cloud, the edge, and the Things layers
to take advantage of the cloud and edge resources. For instance, Fizza et al. [43] proposed
two scheduling algorithms for autonomous vehicles that execute tasks based on latency
tolerance. Hence, the scheduler executes hard real-time tasks such as braking systems on
the local processor, while the firm real-time and soft-real-time tasks are executed in the edge
and cloud platforms, respectively. In addition, a meta-heuristic task scheduling algorithm
is proposed by [44] to schedule the tasks on either local, edge, or cloud processors by con-
sidering the computation power, storage capacity, and bandwidth capability. Consequently,
Figure 2 illustrates the three-tier network architecture consisting of the things, edge, and
cloud layer adapted from [42].

4.1. Things Layer

Multitudes of different devices with various applications exist in the things layer,
including AR gadgets, smart home devices, surveillance cameras, autonomous vehicles,
unmanned aerial vehicles, and industrial devices in smart factories. Each device of the
thing layer possesses specific amounts of computation and storage capacity, while the
device can offload the tasks according to the QoS and QoE requirements. In addition to the
processing characteristics, the devices might have a dynamic location; thus, the resource
scheduling algorithm needs to consider the mobility attribute of devices.
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4.2. Edge Layer

The edge layer comprises geographically distributed heterogenous nodes such as base
stations, edge servers, gateways (e.g., router or switch), and RSUs, which can provide
computation and storage capacity near the users. Edge nodes communicate with the
Things layer via different wireless access technologies, including Dedicated Short-Range
Communications, Wireless Fidelity (Wi-Fi), and Long-Term Evolution (LTE). Edge possesses
a mutual connection with cloud and Things layers. Therefore, the edge can be utilized
to reduce the communication overhead of the cloud for users to execute users’ real-time
tasks. Moreover, edge decreases the cloud’s bandwidth usage and energy consumption
by executing users’ tasks that edge nodes can execute. Furthermore, the edge is a proper
solution for the cloud to balance its heavy load in specific situations.

4.3. Cloud Layer

As the most powerful processing platform in the network, the cloud provides a pool
of computation power and storage capacity. Cloud is a proper platform for deploying,
maintaining, developing, updating, and scaling enterprise and large-scale applications.
However, the challenge between users and the cloud is (1) the bandwidth limitation due to
the geographical distance between the cloud and users and (2) the tremendous number of
users that occupy the bandwidth for transmitting tasks and data.

4.4. Network Resources

The network has three different resources: computation, storage, and communication.
The computing platform of edge computing is heterogenous, including central process-
ing unit (CPU), graphics processing unit (GPU), application specific integrated circuit
(ASIC), and field programmable gate array (FPGA). Although the cloud mainly comprises
homogenous computation elements, the edge servers comprise heterogeneous computa-
tion platforms such as CPU, GPU, and FPGA. Table 4 exhibits the characteristic of GPU,
CPU (ASIC), and FPGA. Consequently, a proper resource scheduling algorithm should
consider end-user tasks’ parameters and edge computing platforms’ characteristics to
efficiently exploit the capacity of the computation platform of edge computing for real-time
requirements [45].
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Table 4. Comparison of GPU, ASIC, FPGA.

Processor Characteristic

GPU High latency High power consumption High flexibility

ASIC Low latency Low power consumption Low flexibility

FPGA Low latency Low power consumption High flexibility

According to Table 4, FPGA is more power efficient and faster than GPU; also, re-
garding ASIC, the FPGA is configurable and more flexible; thus, FPGA can be a suitable
candidate for computation units of real-time and embedded systems with stringent resource
constraints. FPGA is configured with hardware description language (HDL); thus, the ker-
nel of deep learning operations is yielded faster in FPGA rather than GPU [46]. Since FPGA
has low power consumption, low latency, configurability, and parallelism, the combination
of FPGA and CPU is utilized in multiple edge computing systems such as 5G networks [47],
and real-time systems such as autonomous driving [48], video surveillance [49]. Regarding
real-time services in edge computing, a proper task scheduler is needed to satisfy the
real-time performance requirement of edge computing. The foundation of a task scheduler
algorithm for real-time services is to assemble an appropriate graph of tasks, a directed
acyclic graph (DAG), consisting of serial and parallel tasks. However, scheduling tasks
based on the DAG representing a real-time application is an NP-hard problem [50].

Moreover, the storage capacity of edge computing is geographically distributed among
edge servers. Furthermore, each edge server possesses its data communication capacity,
which varies for each edge server.

4.5. 6G Networks

The sixth-generation mobile system (6G) standard and network goals are to enhance
connectivity and service coverage, provide a reliable platform for vertical applications,
and guarantee a reliable response time. The 6G is needed to fulfill the QoS and industrial
control of Industry 4.0, the required data rate of extended reality (XR), the requirements of
diverse AI applications, and to provide a reliable service for autonomous vehicles. The 6G
deployment requirements are 1Tbps data rate, 1Kbps/Hz spectral efficiency, and latency of
approximately µ-seconds; these specifications can be referred to as 6G TKµ. In [51], a novel
task-centric three-layer decentralized model architecture is proposed for 6G, incorporating a
super edge node. This architecture is designed to support various services and applications.
In addition, a comprehensive review of reinforcement learning-based techniques for edge
computing in 6G is presented in [52].

Moreover, combining 6G and edge computing provides a suitable platform for imple-
menting federated learning techniques on edge devices for AI applications. However, the
heterogeneity of edge devices and their limited resources pose challenges in the training
process of federated learning and increase the training time. Therefore, the authors of [53]
proposed a new approach to accelerate the federated learning technique.

5. Optimization Properties

Each study presents a formulation of the scheduling problem for desired applications
in edge computing based on different criteria related to the application structure, envi-
ronmental factors, and desired outcomes. The optimization properties can be classified
based on the main viewpoint of the study, the number and type of factors considered for
optimization, and the formulation method of the optimization problem [54].

5.1. Main Viewpoint

The optimization goals of studies on task scheduling in edge computing can be broadly
categorized into three areas:
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• End-user devices: the scheduling techniques consider optimizing parameters such as
energy consumption, response time, or cost on the side of end-user devices.

• Edge servers: given the limited computational and storage resources of end-user
devices, the proposed scheduling techniques aim to enhance the efficiency of edge
servers. Specifically, these techniques strive to minimize energy consumption, improve
resource utilization, and minimize costs.

• Hybrid: subsequent studies in this field have focused on hybrid scheduling techniques
that optimize the parameters of both end-user devices and edge servers. These studies
acknowledge that end-user devices have modest computational resources and explore
the offloading of specific tasks to edge servers to improve the overall performance of
the edge computing platform, including both end-user devices and edge servers.

5.2. Optimization Objective

Research papers on task scheduling can be classified as either single-objective or
multi-objective. Single-objective papers attempt to optimize a single parameter, while
multi-objective papers optimize multiple parameters simultaneously.

Each study set a goal for optimizing an aspect of the platform, such as response time,
energy consumption, and cost.

According to the optimization goals and parameters, the optimization problem can
be formulated by different methods, including Integer linear programming (ILP), mixed
integer linear programming (MILP), mixed integer non-linear programming (MINLP), and
Markov decision process (MDP).

6. RQ1: Centralized and Distributed Task Scheduling Techniques

Cloud computing is a centralized computation platform, while edge computing is a
distributed one. In addition, edge servers possess limited resources compared to cloud
servers. Finally, edge computing needs efficient scheduling techniques as it is dynamic,
distributed, and heterogenous.

The scheduler has prior knowledge of future tasks in the offline scheduling algo-
rithm. Therefore, the optimal offline scheduling algorithm can achieve the upper bound
performance. On the contrary, there has yet to be prior knowledge about tasks in online
scheduling algorithms. As soon as a task arrives in the system, the online scheduling
algorithm realizes the task’s parameters [55]. Although some of the offline scheduling
algorithms mentioned in [29] outperform the online scheduling algorithms, the latest online
scheduling algorithm performs better than offline scheduling algorithms. The advantage of
online scheduling algorithms is attention to the dynamic of the edge computing network.
One of the most significant steps in the offloading task to edge computing is allocating an
appropriate resource to a task by considering the characteristics of both the resource and
task. Therefore, task scheduling is a multi-objective optimization problem, which means
jointly allocating communication, computing, and storage resources in edge computing is a
multi-objective optimization problem [23]. Considerable hardships in resource scheduling
for edge computing are the heterogeneity of computation platforms (CPU, GPU, FPGA)
and resource limitations rather than cloud computing. Therefore, providing an appropri-
ate task graph is an NP-hard problem. Several objectives, such as QoS, average latency,
suitable edge server, and the number of edge users, must be considered [56]. According
to the controlling manner, task scheduling techniques in edge computing are divided into
centralized and distributed methods.

6.1. Centralized Task Scheduling Technique

Centralized methods offer a holistic system perspective, allowing them to make op-
timal decisions based on complete information about available resources and required
tasks. Moreover, centralized methods are easier to manage and monitor because they
permit centralized control of the system and centralized data storage. One of the central-
ized methods is convex optimization which involves finding the optimal solution to a
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mathematical optimization problem subject to constraints. Approximation algorithms are
another method that provides a near-optimal solution to a problem within a reasonable
time frame. On the contrary, heuristic algorithms use a rule-based approach to find a
solution that may not be optimal but is acceptable. Meta-heuristic algorithms, such as
genetic algorithms and simulated annealing, are more complex approaches often used to
find near-optimal solutions to complex problems. Finally, machine learning methods are
increasingly being used for task scheduling in edge computing, with techniques such as
reinforcement learning and deep learning showing promise in improving the efficiency
and accuracy of task scheduling.

6.1.1. Convex Optimization

Task scheduling in edge computing is an NP-hard and “non-convex” problem; thus,
the researchers attempted to convert the “non-convex” problem to a “near-convex” or “con-
vex” optimization problem. Hence, the researchers can solve the scheduling problem with
the convex optimization method as an offline task scheduling method. Lyapunov [57–60],
decomposition [61], and alternating direction method of multipliers (ADMM) [62,63]
techniques are mathematical optimization techniques utilized to solve “near-convex” or
“convex” optimization problems. The proposed scheme in [63] aims to maximize the overall
system reliability by intelligently allocating tasks to edge servers and cloud servers. The
scheme consists of two main components: a task allocation algorithm and a task offloading
algorithm. The task allocation algorithm allocates tasks to edge and cloud servers based
on their reliability levels, computational capacity, and communication bandwidth. The
task offloading algorithm determines the optimal offloading strategy for each task based
on the reliability of the edge servers and cloud servers and the communication cost [63].
The proposed mechanism in [62], POTAM, considers computation and communication
costs to allocate tasks to the most appropriate edge servers. The POTAM utilizes ADMM
and a parallel algorithm to solve the large-scale task scheduling problem in a reasonable
amount of time, which involves minimizing the total delay of executing multiple tasks on
distributed edge servers while satisfying resource constraints [62]. The convex problem
is solved with the Lyapunov technique in [64] in polynomial time, as the objective of task
scheduling was minimizing the response time.

6.1.2. Approximation Algorithms

It is an offline task scheduling method, and many studies utilize an approximation al-
gorithm to solve non-convex and NP-hard resource scheduling problems. The optimization
problem is solved based on different approximation algorithms, including deterministic
approximation algorithm [65] and local search-based approximation algorithm [66], or by
utilizing different techniques such as MDP [67], K-means clustering, and hybrid quadratic
programming [68] to solve an approximate method.

6.1.3. Heuristic

They are challenging to be a dynamic method for task scheduling due to the time-
consuming and complex computation. In [69], a heuristic algorithm is proposed for task
allocation and scheduling in the edge layer. This algorithm adopts a priority-based ap-
proach to allocate and schedule tasks in the edge layer based on their deadlines and
computational requirements [69]. The study [70] presented a multi-objective optimiza-
tion model for scheduling tasks in an integrated edge-cloud environment. The model
includes makespan, energy consumption, and processing cost as the objectives. A heuristic
algorithm is proposed to solve the model efficiently. Moreover, The scheduling algorithm
utilized in [71] is a modified version of the earliest deadline first (EDF) algorithm, where
tasks are prioritized based on their deadlines and processing time requirements at the edge
servers. In addition, a two-step approach to solve the task scheduling problem is designed
in [72]. In the first step, the algorithm determines the optimal task-to-device assignment
that minimizes the overall completion time of the tasks, subject to the bandwidth con-
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straints and the resource availability of the edge computing devices. In the second step, the
algorithm schedules the tasks on the selected devices based on EDF [72]. Yi-Han et al. [73]
proposed a task offloading and scheduling technique that considers dependent tasks in
edge computing. Consequently, a joint cotask-aware offloading and scheduling (JCAOS)
algorithm is presented that packs dependent tasks in “cotasks” and then creates a graph.
In the next step, the algorithm schedules and offloads the “cotasks” regarding three param-
eters such as dependent degree, computational requirements, and network conditions. The
scheduling algorithm prioritizes the task with the higher dependency. Since the JCAOS
algorithm is a heuristic algorithm based on a first come first serve (FCFS) mechanism, it is
hard for the JCAOS algorithm to provide a real-time solution for changes that happen in
edge computing. The greedy algorithm is one of the heuristic methods utilized to solve
resource scheduling in edge computing [70,74]. For example, the article [71] aggregates
vehicular resources and proposes a latency-aware real-time scheduling framework (LARS)
for offloading applications to appropriate vehicular resources in real time. The proposed
framework includes a clustering-based algorithm for generating end-users and a greedy-
based task-scheduling algorithm for offloading jobs to minimize job latency and maximize
resource utilization [71].

6.1.4. Metaheuristic

They are proposed by utilizing different algorithms such as genetic algorithm [75–77],
non-dominated sorting genetic algorithm (NSGA) [78–82], particle swarm optimization
(PSO) [83], tabu search [84], ant colony [85,86], evolutionary algorithm [87], a combination of
genetic algorithm and particle swarm optimization techniques [88]. In addition, the proposed
technique in [89] employs the multi-objective whale optimization (MOWO) Algorithm, a
meta-heuristic algorithm, to schedule tasks among multiple edge servers. The MOWO
algorithm minimizes the system’s overall energy consumption and total processing time
while maximizing the number of completed tasks [89]. The paper [76] focused on the service
placement problem concerning workload distribution across multiple edge servers for the
applications. This problem is particularly relevant for IoT applications, as the limitations of
edge computing resources and other objectives can lead to service level agreement (SLA)
violations. To address this challenge, the authors of [76] propose a multi-objective genetic
algorithm that combines random and heuristic solutions to generate near-optimal solutions.
The designed algorithm in [76] aims to minimize SLA violations while considering competing
load distribution and placement objectives. Furthermore, the VECMAN framework [90]
includes a genetic algorithm for task scheduling while consisting of a heuristic algorithm for
vehicle clustering and a machine-learning model for energy prediction.

6.1.5. Machine Learning

ML approaches utilizing deep learning [91] and reinforcement learning can achieve
an optimal solution and are more compatible with the dynamic environment of edge
computing rather than traditional static methods such as convex optimization and ap-
proximation [92]. MDP is suitable for modeling the online task scheduling problem in the
dynamic environment of edge computing, and the reinforcement learning technique solves
the model. Task scheduling in edge computing is defined as an optimization problem
using MDP in [93]. The study proposes solving this optimization problem with deep
reinforcement learning (DRL) to maximize the total reward in the dynamic environment of
edge computing. However, the proposed DRL-based method in [93] only considers com-
putational resources, disregarding memory, storage, and network bandwidth resources.In
addition, the article [94] designed an online task scheduling framework for the edge com-
puting platform to minimize task latency by optimizing offloading decisions, transmission
power, and resource allocation. To this end, a DRL-based approach is developed, including
a related and regularized stacked autoencoder that compresses data, an adaptive simulated
annealing approach (ASA) for action search, and a preserved and prioritized experience
replay mechanism (2pER) for training the policy network [94].
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Moreover, one of the efficient types of reinforcement learning algorithms is Q-learning
which is a value-based learning and an iterative algorithm learning the optimal Q-values [95].
Therefore, the paper [95] proposed an optimization approach where the goal is to minimize
the execution time and power consumption of computational tasks by determining the
optimal order and edge server for task offloading. Deep Q-learning network (DQN), as one
of the DRL algorithms, addresses the dynamic environment of edge and efficiently solves
the MDP model of online offloading problem [96]. A task allocation in a dynamic edge
computing environment can be accomplished by combining DRLs shared experience replay
mechanism with a DQN, as mentioned in [97]. Therefore, agents can learn from each other’s
experiences; each agent’s experience is a batch of experiences stored in the replay buffer
instead of only the most recent experiences of each agent. Accordingly, a centralized actor
network (CAN) receives agents’ policies and jointly trains them in a centralized manner,
then CAN update each agent’s Q-values. DQN demonstrates considerable results for online
offloading problems in the dynamic environment of the edge [98–102], and the combination
of DQN with long short-term memory (LSTM) [103] and federated learning (FL) [104]
assemble appropriate schedulers for edge computing. In [26], Wang et al. proposed to
solve the problem of online task scheduling with the meta-RL-based method, in which
the second-order gradient in model-agnostic meta-learning (MAML) is replaced with a
first-order approximation to reduce the cost of training.

6.2. Distributed Task Scheduling Techniques

Distributed methods are more fault-tolerant than centralized methods, as they can
continue to operate even if some servers fail or leave the system. Since distributed meth-
ods allow the system to be easily expanded by adding new servers without requiring a
significant overhaul of the system architecture, distributed methods are more scalable than
centralized methods. Moreover, distributed methods can be more resilient to network
disruptions or communication delays, as they allow for local decision-making without
requiring constant communication with a central node. Furthermore, distributed methods
enhance privacy and security by enabling local data processing on edge servers rather than
sending them to a central location. Game theory, matching theory, auction, and FL are all ex-
amples of such techniques, each with unique strengths and applications. Game theory and
matching theory are concerned with modeling the behavior of multiple decision-makers
and finding optimal outcomes in complex situations. Auctions provide a mechanism for
allocating resources or tasks among multiple bidders based on their bids. FL enables
multiple parties to collaborate on training a machine learning model while preserving
their data privacy. These techniques offer various benefits, including efficiency, fairness,
privacy-preserving, and trust, making them applicable for task scheduling in the edge
computing platform.

6.2.1. Game Theory

Game theory can schedule tasks in the edge computing [105–108]. Entities interact
based on self-interest without intense complexity, and game theory analyzes the interac-
tions. Smys et al. [109] proposed a task scheduling method based on game theory, which
utilizes both cooperative and non-cooperative models. The method consists of three ele-
ments: (1) players, (2) their strategies in different situations, and (3) rewards. The objective
of the game theory-based scheduler in [109] is to minimize waiting time; thus, to achieve
this, the scheduler orders the tasks based on their deadlines.

In [110], they increased the task scheduling speed by utilizing the metadata of tasks
in the scheduling procedure instead of receiving all data of tasks. Therefore, the commu-
nication overhead is significantly reduced. The goal of their scheduler is to maximize the
efficiency of the edge system. Teng et al. [110] converted the scheduling problem to a
cooperative game.
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6.2.2. Matching Theory

It is a promising method for solving mixed-integer and the non-linear problem of task
scheduling and resource management [111,112]. There is mutual matching between users
and servers based on users’ and servers’ preferences; thus, there will be an association
mapping between users and edge servers in task scheduling using match theory. Each edge
server sorts tasks based on its preference relation in matching theory. The match graph
(M) is a sub-graph of graph (I) that (M) has neither a common vertex nor an adjacent edge.
In contrast, graph (I) is an initial graph of the whole edge computing network composed
of all edge nodes, including edge servers and edge users. An energy-aware scheduler for
edge computing is proposed by [113] using match theory by considering computation,
communication, and delay limitations. In addition, low computational complexity is the
objective of the scheduler in [114], and the scheduler considers both computation offloading
and resource allocation.

6.2.3. Auction

Auction operates as the users publish their tasks and the rewards to the edge com-
puting system. Then, edge servers analyze the rewards they can obtain through executing
the tasks and submit their bids to the system. Finally, the system assigns the task to the
edge node, which submitted the highest bids [115–118]; thus, the scheduler solves the task
scheduling problem with a polynomial complexity that is near optimal. Several studies
by [119] utilized the auction method to provide a solution for the task scheduling problem.

6.2.4. Distributed Machine Learning

An algorithm named P2D3PG, based on distributed deep reinforcement learning, is
proposed in [120]. This algorithm aims to maximize cache hit rates on edge devices while
preserving users’ data. Since edge caching represents a distributed optimization problem,
the authors of [120] formulate it as a model-free Markov decision process. By employing
an appropriate caching method, the algorithm reduces bandwidth overhead and facilitates
the implementation of computation-intensive and time-sensitive applications.

Moreover, edge caching plays a crucial role in the Industrial Internet of Things (IIoT)
as it enables real-time control and application. However, accurately predicting popularity
patterns among devices in edge computing requires significant time and effort. The chal-
lenges associated with predicting popularity include limited data in data-sensitive systems
and the high cost of labeling in supervised learning. As a result, a secure unsupervised
framework is proposed in [121] for predicting the popularity of IIoT in edge computing.
The popularity prediction problem is formulated using a model-free Markov chain in [121].
The authors of [121] address this problem by dividing popularity into local and global
measures, and they propose an unsupervised recurrent federated learning algorithm.

FL is a distributed ML algorithm developed by Google researchers; FL distributes the
DRL algorithm, and FL trains DRL agents in a distributed manner. In addition, since edge
computing is a distributed computing paradigm, FL as a distributed ML is a suitable tech-
nique to solve the resource scheduling problem [122–126]. The traditional ML techniques
are centralized and utilize cloud infrastructure for storage and computation demands.
However, the idea of FL is to implement DRL algorithms in a distributed manner and it is
possible to deploy ML services near the users via edge computing; thus, FL can mitigate all
communication costs, data privacy, and legalization concerns. FL is a collaborative learn-
ing method suitable for geographically distributed edge servers to train task scheduling
algorithms with online responses to the dynamic behavior of edge computing networks
and without intense data communication and private data relocation. FL is studied in
time-critical industrial applications with a massive quantity of sensitive data. FL enables
Industrial Internet of Things (IIoT) devices to train and develop an intelligent framework
for task scheduling [127]. Since estimating the exact execution time is hard, especially in
the Internet of Vehicles (IoV), providing an optimal task scheduling algorithm is a sub-
stantial challenge. Therefore, a task scheduling technique is proposed by [128] based on
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FL by considering the power-delay product parameter for optimization. A context-aware
scheduling algorithm is proposed by [129] to schedule VR tasks over an edge network, and
FL implements DRL on edge nodes. According to [129], FL provides the proper solutions
for training with a distributed dataset, updating the scheduler algorithms with available
nodes in unstable communication.

Finally, the advantages and disadvantages of both centralized and distributed task
scheduling techniques are provided in Table 5, and a comprehensive comparison of the
different criteria is provided in Table 6.

Table 5. Comparison of advantages and disadvantages of current task scheduling techniques.

Technique Operation Manner Advantages Disadvantages

Convex optimization Centralized
(1) Mature and widely used.
(2) The sub-optimal optimization

results are Easily achievable.

(1) Complex and time-cons-
uming calculations.

(2) Challenging to implement
in systems.

Approximation Centralized

(1) Flexible and straightforward to
be implemented.

(2) A local search algorithm can be
simply designed for the most
difficult NP-hard problems.

(1) Local optimum issue.
(2) Unreliable performance due to

inherent randomness of
approximation manner.

Heuristic methods Centralized
(1) Mature and widely used.
(2) Efficient.

(1) Complex and time-consu-
ming calculations.

(2) Challenging to be compatible
with the dynamic environment
of edge computing.

(3) Local optimal issue.

Meta-heuristic methods Centralized
(1) Mature and widely used.
(2) Efficient.

(1) Many parameters
should be defined in
Meta-heuristic methods.

(2) Hard to adjust the parameters
of meta-heuristic algorithm.

Machine Learning Centralized

(1) Strong parallel
processing capability.

(2) Strong distributed storage and
learning capability.

(1) Require a large number
of parameters.

(2) A black-box process and
learning process cannot
be observed.

(3) Long learning time.
(4) Local optimal issue.

Game Theory Distributed (1) Straightforward to implement.

(1) Mutual solution may not be the
optimal solution.

(2) Requirement of Nash
Equilibrium and its
continuous calculation.

Matching Theory Distributed
(1) Suitable for high

dynamic network.
(2) Practical for complex network.

(1) Suitable for binary offloading
instead of partially offloading.

Federated Learning Distributed

(1) The training process is
distributed between nodes;
thus, uploading data to a server
is unnecessary.

(2) As data are not uploaded, it is
beneficial for user privacy.

(3) Low transmission rate.
(4) Low training time.

(1) Numerous devices
are involved.

(2) Vulnerable to malicious
communication attacks.
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Table 6. Comprehensive comparison of selected papers on task scheduling in edge computing.

Reference Main Viewpoint Optimization
Goal

Objective
Number

Modeling
Problem Utilized Technique

Applicable for
Real-Time

Task Scheduling

[57] edge servers Energy Single MINLP Convex optimization
(Lyapunov technique) No

[58] End-user devices Privacy, Energy Multiple ILP Convex optimization
(Lyapunov technique) No

[59] edge servers Energy Single MINLP Convex optimization
(Lyapunov technique) No

[60] edge servers Time, Energy,
Data transmission Multiple MINLP Convex optimization

(Lyapunov technique) No

[90] End-user devices Energy Single MILP Meta-heuristic (genetic algorithm) No

[69] End-user devices Time Single MILP Heuristic (EDF) Yes

[130] End-user devices QoE Multiple MDP Machine learning
(deep reinforcement learning) No

[77] End-user devices Time Single MIP Meta-heuristic (genetic algorithm) Yes

[131] End-user devices Energy,
Time, Cost Multiple MDP Machine learning

(deep reinforcement learning) No

[89] edge servers Energy Multiple MILP Meta-heuristic
(Whale Optimization Algorithm) No

[75] edge servers Energy, Time Multiple ILP Meta-heuristic (genetic algorithm) Yes

[132] End-user devices Energy, Time Multiple ILP Machine learning (deep
reinforcement learning) Yes

[70] edge servers Energy Single MINLP Heuristic (semi-greedy) Yes

[92] Hybrid Energy, Time Multiple MILP Machine learning (deep learning) No

[91] End-user devices Energy Single MINLP Machine learning (deep learning) Yes

[94] End-user devices Time Single MINLP Machine learning
(deep reinforcement learning) No

[71] End-user devices Time Single MILP Heuristic (Greedy Algorithm) Yes

[76] Hybrid Time, Cost Multiple MINLP Meta-heuristic (genetic algorithm) No

[133] End-user devices Energy, Time Multiple MDP Machine learning
(deep reinforcement learning) No

[134] Hybrid Time, Energy Multiple MDP Machine learning
(deep reinforcement learning) No

[135] Hybrid Energy, QoS Multiple MDP Machine learning
(deep reinforcement learning) No

[136] End-user devices Energy, Task
finish ratio Multiple MDP Machine learning

(deep reinforcement learning) No

[61] End-user devices Time Single MINLP Heuristic No

[63] edge server Time Single MILP Heuristic No

[62] edge server Time, Cost Multiple MILP Heuristic No

[64] edge server Energy, Time Multiple ILP Heuristic (Lyapunov) Yes

[65] edge server Cost Single MILP Approximation No

[73] Hybrid Energy Single MILP Heuristic (variation of FCFS) No

[74] edge server Time, Energy Multiple MILP Heuristic (Greedy Algorithm) No

[87] edge server Time,
Energy, Cost Multiple MINLP Meta-heuristic

(Evolutionary Algorithm) No

[76] Hybrid Service Level
Agreement Multiple MINLP Meta-heuristic (Genetic Algorithm) No
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Table 6. Cont.

Reference Main Viewpoint Optimization
Goal

Objective
Number

Modeling
Problem Utilized Technique

Applicable for
Real-Time

Task Scheduling

[85] End-user devices Time Single ILP Meta-heuristic (Ant colony) No

[86] End-user devices Energy Single MILP Meta-heuristic (Ant colony) No

[88] End-user devices Energy Single MINLP
Meta-heuristic (Genetic

algorithm + Particle
swarm optimization)

No

[78] End-user devices Time, Energy Multiple MILP Meta-heuristic (NSGA-III) No

[72] End-user devices Time Single ILP Heuristic (EDF) Yes

[59] edge servers Energy Single MINLP Convex optimization
(Lyapunov technique) No

[60] edge servers Time, Energy,
Data transmission Multiple MINLP Convex optimization

(Lyapunov technique) No

[90] End-user devices Energy Single MILP Meta-heuristic (genetic algorithm) No

[69] End-user devices Time Single MILP Heuristic (EDF) Yes

[130] End-user devices QoE Multiple MDP Machine learning
(deep reinforcement learning) No

[77] End-user devices Time Single MIP Meta-heuristic (genetic algorithm) Yes

[131] End-user devices Energy,
Time, Cost Multiple MDP Machine learning

(deep reinforcement learning) No

[89] edge servers Energy Multiple MILP Meta-heuristic
(Whale Optimization Algorithm) No

[75] edge servers Energy, Time Multiple ILP Meta-heuristic (genetic algorithm) Yes

[132] End-user devices Energy, Time Multiple ILP Machine learning
(deep reinforcement learning) Yes

[70] edge servers Energy Single MINLP Heuristic (semi-greedy) Yes

[92] Hybrid Energy, Time Multiple MILP Machine learning (deep learning) No

[91] End-user devices Energy Single MINLP Machine learning (deep learning) Yes

[94] End-user devices Time Single MINLP Machine learning
(deep reinforcement learning) No

[71] End-user devices Time Single MILP Heuristic (Greedy Algorithm) Yes

[76] Hybrid Time, Cost Multiple MINLP Meta-heuristic (genetic algorithm) No

[85] End-user devices Time Single ILP Meta-heuristic (Ant colony) No

[86] End-user devices Energy Single MILP Meta-heuristic (Ant colony) No

[88] End-user devices Energy Single MINLP
Meta-heuristic (Genetic

algorithm + Particle
swarm optimization)

No

[78] End-user devices Time, Energy Multiple MILP Meta-heuristic (NSGA-III) No

[72] End-user devices Time Single ILP Heuristic (EDF) Yes

7. RQ2: Scheduling Real-Time Embedded System Application Tasks

Table 5 presents ten studies [64,69–72,75,77,91,94,132] that are suitable for schedul-
ing real-time systems on edge computing. The majority of these studies use heuristic
approaches to schedule tasks [64,69–72], while the remaining studies employ distinct meth-
ods. Although heuristic techniques are mature enough, they can suffer from delays due to
their complex and time-consuming computations. Therefore, utilizing the heuristic method
in a highly dynamic edge computing environment can be challenging. In addition to timing
issues, the local optima problem is common in heuristic techniques for scheduling tasks in
edge computing environments, which have many variables and parameters.

The meta-heuristic methods, particularly genetic algorithms [75,77], are utilized for
task scheduling in edge computing based on Table 5. The meta-heuristic approaches
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encounter challenges such as high computational complexity, lengthy calculation time
to achieve acceptable accuracy, and slow convergence during the optimization process
and period of evolution [91]. Therefore, meta-heuristic algorithms may not be suitable for
real-time system optimization in dynamic environments. Furthermore, the efficiency of
meta-heuristic-based approaches decreases as the number of users on the edge computing
platform increases. In contrast, machine learning methods offer faster adaptability, decision-
making, and scalability, providing significant advantages over heuristic algorithms and
meta-heuristic techniques [132].

According to Table 5, some studies employ centralized machine learning approaches
such as deep learning [91] and deep reinforcement learning [94,132]. While machine
learning techniques increase computation speed through parallel processing, the learning
time of ML can become lengthy when considering a large number of parameters in an edge
computing environment. As a result, centralized ML techniques might not be efficient for
scheduling time-sensitive edge computing applications.

However, distributed ML techniques can rectify the long run-time of the training proce-
dure by increasing parallel processing and decreasing data communication overhead in edge
computing [137]. Accordingly, there is no need to gather all the data on a single machine when
the data are inherently distributed over the network. FL is a distributed ML implementation
that enables the exploitation of distributed resources. In FL, all users collaborate in the training
phase without moving their data to a server. In addition to facilitating the training phase, FL
increases the security and privacy of users’ data by eliminating the need for users to move
their data to an external location. Therefore, FL is a promising technique for systems with
sensitive data, including healthcare and financial applications.

8. Challenges and Future Research Directions

Despite significant progress in research on resource management and task scheduling
in edge computing, several important issues regarding integrating real-time systems with
edge computing still need to be fully explored. This section discusses the current challenges
and suggests potential research directions for future research.

8.1. Requirements of Realtime Systems

Real-time systems have strict QoS requirements, including response time, throughput,
and reliability. Real-time tasks require the availability of various resources, including com-
putation, storage, data, input/output, and others, prior to their deadlines. Therefore, timely
task execution within the deadline is critical for real-time systems. Failure to meet deadlines
can result in a decrease in QoS and consequences of varying severity, depending on whether
the system is a soft or hard real-time system [138]. Ensuring tasks’ deadlines in real-time
applications employing scheduling techniques is already challenging in a single-processor
system. However, the complexity increases in edge computing, which is a distributed
system with heterogeneous computational and storage resources spread across the network.
Alongside computational and storage features, communication plays a crucial role that
must be considered. Therefore, the scheduling technique needs to consider the various
communication bandwidths to ensure low latency in data transmission while scheduling
tasks for real-time applications. Most existing task-scheduling techniques in edge comput-
ing only consider computational resources when scheduling tasks. However, a practical
task-scheduling technique needs to consider communication and storage parameters, in ad-
dition to computing parameters, to provide a realistic solution for scheduling tasks in edge
computing. Future studies should focus on proposing reliable task-scheduling techniques
for the edge computing platform that fully meet the real-time system requirements. These
techniques should consider the computational, communication, and storage resources
of edge computing. Evaluation of these techniques can be based on their miss-ratio to
demonstrate their effectiveness in task scheduling on the edge computing platform.



Electronics 2023, 12, 2599 21 of 27

8.2. Dynamic Environments and Tasks Dependancy

Since devices frequently move, join, and leave the network, the edge computing
environment is dynamic. As a result, the set of tasks that need to be executed would change;
thus, a proper scheduling algorithm is needed to adapt to these changes and maintain
acceptable effectiveness quickly. The scheduling algorithm should schedule the new tasks
and previous tasks together in a way that none of the tasks of real-time application miss
their deadline. Consequently, the task scheduling technique should respond fast enough to
the change in the set of tasks in edge computing. However, the mobility characteristics of
devices are often overlooked in most existing works, even though user mobility was one of
the driving factors behind the creation of edge computing platforms. Consequently, the
task scheduler must track the trajectory of devices and consider them when scheduling
tasks. In addition, the tasks depend on each other in the real world, while to the best of our
knowledge, most existing works only consider the independent task model instead of the
dependent one [138]. Therefore, future work on task scheduling in edge computing should
consider task dependencies in their scheduling procedure. Consequently, developing a
holistic task scheduling algorithm is necessary to handle task dependencies and adapt to
network changes effectively.

8.3. Security and Privacy

The real-time systems implemented by edge devices often process sensitive data and
typically serve a monitoring and controlling role, such as surveillance cameras, fire and
smoke alarms. Comparatively, the conventional security techniques are too much to be exe-
cuted on the edge users; thus, lightweight security techniques or frameworks are needed to
be developed specifically for edge computing [139]. In addition, conventional trust manage-
ment algorithms are excessively demanding for edge devices. Therefore, the development
of trust management algorithms compatible with the limited resources of edge devices is
crucial. This area holds great potential as a promising research topic for future exploration.
Furthermore, conventional cryptographic techniques are known to be resource intensive.
Consequently, implementing these techniques on edge devices is impracticable; thus, there
is a pressing need for edge-compatible cryptographic techniques [140]. Furthermore, con-
sidering that edge computing comprises various software and hardware components, it is
critical to establish unified security schemes that can adequately support and address the
inherent heterogeneity of the platform.

Finally, the security-aware scheduling algorithms can prevent data breaches during
processing, ensure that the return result from edge servers is not corrupted, and authorize
both the edge server and user in the edge computing platform. Additionally, since the edge
computing architecture spans multiple layers, it is vulnerable to hostile attacks. Consequently,
fault-tolerant task scheduling algorithms are needed to handle edge server failures.

9. Conclusions

Edge computing is a distributed computing architecture composed of geographically
distributed edge servers with heterogeneous processing units such as CPUs, GPUs, DSPs,
and FPGAs. Therefore, edge computing is a suitable platform for IoT devices to offload
computational tasks and utilize the storage capacity of edge servers. This review aims to
review the state-of-the-art studies on task scheduling comprehensively approaches in edge
computing. The review discusses task scheduling techniques, which can be centralized
or distributed. Centralized techniques require a server to compute, store, monitor, and
control the scheduler’s decisions. The centralized techniques include convex optimization,
approximation algorithms, heuristics, meta-heuristics, and machine learning techniques.
Each method has specific advantages and disadvantages that make it suitable for different
applications and environments. Alternatively, distributed techniques, such as game theory,
matching theory, auction, and federated learning, are designed to execute over multiple
devices, eliminating the need for a single server. By leveraging the power of distributed
computing, these techniques accelerate computation by parallel processing and offer a
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more scalable and fault-tolerant solution for task scheduling. Consequently, distributed
techniques reduce the data communication overhead and keep user data safe and secure
by not moving it to an external server. The advantages and disadvantages of centralized
and distributed techniques are clarified.

Task scheduling is an optimization problem that involves setting specific goals and
employing a method to formulate the problem. State-of-the-art papers on task scheduling
employed different approaches, including integer linear programming (ILP), mixed integer
linear programming (MILP), mixed integer non-linear programming (MINLP), and Markov
decision process (MDP) to formulate the optimization problem. After conducting a thor-
ough comparison, meta-heuristic and machine learning approaches are the most promising
techniques for scheduling tasks in real-time edge computing applications. These techniques
are capable of handling the dynamic environment of edge computing effectively.

The challenges facing task scheduling in edge computing for time-sensitive applica-
tions are managing the QoS requirement, handling dynamic environments, and addressing
security and privacy concerns. Each of these challenges represents a potential research
direction for future investigations.
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