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Abstract: We propose a new framework for camouflaged object detection (COD) named FLCNet,
which comprises three modules: an underlying feature mining module (UFM), a texture-enhanced
module (TEM), and a neighborhood feature fusion module (NFFM). Existing models overlook the
analysis of underlying features, which results in extracted low-level feature texture information that
is not prominent enough and contains more interference due to the slight difference between the
foreground and background of the camouflaged object. To address this issue, we created a UFM using
convolution with various expansion rates, max-pooling, and avg-pooling to deeply mine the textural
information of underlying features and eliminate interference. Motivated by the traits passed down
through biological evolution, we created an NFFM, which primarily consists of element multiplication
and concatenation followed by an addition operation. To obtain precise prediction maps, our model
employs the top-down strategy to gradually combine high-level and low-level information. Using
four benchmark COD datasets, our proposed framework outperforms 21 deep-learning-based models
in terms of seven frequently used indices, demonstrating the effectiveness of our methodology.

Keywords: underlying features; top-down strategy; camouflaged object detection

1. Introduction

Camouflage is a common biological phenomenon observed in nature that allows
organisms to blend into their surroundings, thus avoiding predators [1–3]. As shown in
Figure 1, we present a camouflaged object and the ground truth (GT). Camouflaged objects
include naturally camouflaged and artificially camouflaged objects. Natural camouflage
primarily refers to animals that blend in with their surroundings, while artificial camouflage
is increasingly used in various fields (such as art, combat, etc.). In contrast to salient object
detection (SOD) [4], camouflaged object detection (COD) is more challenging due to the
high similarity between the object and the background in terms of texture, color, and
shape, resulting in low visual recognition of its boundary and surrounding environment.
In addition to its scientific value, studying COD has significant engineering applications
(such as surface defect detection, search, rescue, etc.) [5,6].

Research on camouflage can be traced back to 1998. Researchers have proposed
various camouflaged object detection methods based on direct visual features (such as color,
texture, optical flow, etc.) [7,8]. However, traditional models fail to detect in cases where
there is shallow contrast between the foreground and background [9,10]. To overcome this
limitation, researchers have recently introduced deep learning into COD and proposed
various deep-learning-based models (such as SINet_V2 [11], UGTR [12], C2FNet [13],
MGL-R [14], etc.). These models have strong feature extraction abilities and self-learning
capacities, which improve the accuracy of camouflaged object detection and boost the
model’s generalization.
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Figure 1. Examples of camouflaged objects. (a) Camouflaged object, (b) GT.

Similarly, we propose a new deep-learning-based model for camouflaged object detec-
tion named feature lateral connection networks (FLCNet), as shown in Figure 2. FLCNet
primarily consists of three modules: the underlying feature mining module (UFM), the
texture-enhanced module (TEM) [15], and the neighborhood feature fusion module (NFFM).
Low-level features and high-level features contain different information, but existing mod-
els focus more on high-level features and overlook the analysis of low-level features, only
using Conv3 to compress the number of channels on low-level features, leading to the
loss of a lot of texture information. We designed the UFM to thoroughly mine the texture
information of low-level features and eliminate unnecessary data. The UFM obtains infor-
mation under different receptive fields via convolution with different rates of expansion,
removes redundant information via methods such as cross-multiplication and addition,
and excavates texture information via max-pooling and avg-pooling. In the feature fusion
process, most existing methods consider skip-connection fusion, and sometimes even fuse
features that are completely different. Inspired by the similarity between the biological
evolution process and feature fusion, we designed the NFFM, mainly composed of element
multiplication and concatenation followed by element addition. The NFFM fuses adjacent
features layer by layer, generating descendants with similar features while suppressing
unsuitable ones. Finally, we employ a top-down strategy, starting from high-level features
and gradually refining and integrating until reaching the lowest level. The purpose of this
method is to ensure that each level is closely connected to the next, in order to ensure the
effectiveness and stability of the integration. During training, we use the common loss
functions Lw

IOU and Lw
BCE for object segmentation to focus on the pixel and map levels.

In conclusion, we can summarize our main contributions as follows:

1. We propose a new COD model which incorporates three modules: an underlying
feature mining module, a texture-enhanced module [15], and a neighborhood feature
fusion module. We conduct a series of experiments to validate the effectiveness of
our model.

2. To fully mine the spatial texture information of low-level features, we design an
underlying feature mining module. Drawing inspiration from biological evolution,
we created the neighborhood feature fusion module. To improve the accuracy of our
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prediction map, we utilized a top-down strategy to gradually integrate high-level and
low-level features.

3. To demonstrate the superiority of our model, we compare it with 21 other models on four
benchmark datasets (CAMO [16], CHAMELEON [17], COD10K [11], and NC4K [1]).
Based on seven public evaluation metrics, our model shows distinct advantages.

Overall, our proposed framework outperforms existing methods and demonstrates
the effectiveness of our methodology.
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Figure 2. The overall architecture of the proposed FLCNet, which includes three key components, an
underlying feature mining module (UFM), a texture-enhanced module (TEM), and a neighborhood
feature fusion module (NFFM). The input is I, and the result is a prediction map M.

2. Related Works

In this section, we will provide a brief overview of the work related to our model.

2.1. Salient Object Detection (SOD)

In 1998, Ltti et al. [18] proposed a visual attention mechanism, enabling computer
vision researchers to explore salient object detection. Nowadays, researchers regard salience
detection as an image segmentation problem, which involves segmenting the salient object
area of an image from the background as a guide for image description [19]. This process is
called salient object detection (SOD).

In recent years, a large number of deep-learning-based methods have emerged in
the field of SOD, and their performance is significantly better than previous methods.
Liu et al. [20] added global and local context decoding blocks between the sub-modules of
the U-Net [21] decoding part to selectively construct context information for each pixel. The
corresponding attention weights are then assigned based on context correlation, resulting
in accurate and uniform detection results. Zhang et al. [22] connected the output of the
last sub-module in the coding phase step by step in the form of feedback. High-level
global semantic data are transferred to the shallower convolution layers by providing
the input of each sub-module in the encoder. This improves the network’s capacity for
feature learning. Wang et al. [23] demonstrated that high-level semantic information
could be directly integrated into all low-level features by merging deeper features for each
convolution layer and updating them regularly. This prevents long-term dependencies that
occur due to mixing adjacent layer features. The network model is gradually optimized in
a repeated procedure.

2.2. Camouflaged Object Detection (COD)

The purpose of COD is to find and distinguish objects from complex backgrounds. As
an emerging field, COD has received increasingly more attention in recent years.
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Fan et al. [24] used a search module (SM) and a partial decoder component (PDC) [15]
to refine a rough area. Sun et al. [13] employed attention direction for feature fusion
in their study. They created C2F-Net using multi-scale channel attention guidance to
aggregate hierarchical features, paying attention to both local and global information
simultaneously. This improves the multi-scale degree of object detection performance.
Mei et al. [2] proposed PFNet, which multiplies the higher level and inverted prediction
maps with the properties of the current layer and inputs them into the context exploration
block. This helps to find false positive and false negative predictions and uses element-
by-element subtraction to suppress two interferences. Li et al. [25] proposed JCSOD to
account for the uncertainties introduced by fully labeling camouflaged objects. They use
the full convolution discriminator to estimate the confidence in the predicted results, and
the adversarial training strategy is used to explicitly model confidence estimation.

3. The Proposed Method

In this section, before delving into the specifics of each module, we outline the structure
of FLCNet. Furthermore, we will discuss the proposed model’s training loss function.

3.1. Overall Architecture

The overall architecture of FLCNet is depicted in Figure 2, and it basically comprises
the underlying feature mining module (UFM), the texture-enhanced module (TEM) [15],
and the neighborhood feature fusion module (NFFM) that enables the model to detect
camouflaged objects. Specifically, we use Res2Net-50 [26] as the backbone to extract five
different levels of features, denoted as Fi, i ∈ {1, 2, 3, 4, 5}. F1 and F2 contain low-level
details, including spatial details (such as edges, textures, etc.) as well as interference (such
as noise, etc.). We create an underlying feature mining module for low-level features
to strengthen details, filter out noise, and obtain the features Fm

1 and Fm
2 . F3, F4, and

F5 contain high-level features, including specific details (such as semantic information,
position, etc.). To combine the information more effectively, we employ the TEM [15] with
a higher expansion rate to extend the sense of sensation, obtaining the features Fm

3 , Fm
4 , and

Fm
5 . All features Fm

i , i ∈ {1, 2, 3, 4, 5} have 64 channels. Then, we employ the neighborhood
feature fusion module to gradually combine high-level and low-level features using a
top-down strategy to improve the COD aims. Finally, we compute the loss and update the
parameters using an optimizer. The algorithm of FLCNet is described in Algorithm 1. Then,
we will detail the operation of each module, which will enable the readers to understand
our method more effectively.

Algorithm 1 Camouflaged Object Detection with a Feature Lateral Connection Network
Input: Training datasets D. Maximal number of learning epochs E.
Output: Parameters α for Res2Net-50 [26], β for UFM, θ for TEM, γ for NFFM.

1: Initialize α, and β, θ, γ randomly.
2: for t← 1 to E do
3: Obtain encoding features Fi, i ∈ {1, 2, 3, 4, 5} from Res2Net-50.
4: Obtain low-level features Fm

j , j ∈ {1, 2} from UFM.
5: Obtain high-level features Fm

j , j ∈ {3, 4, 5} from TEM.
6: Generate supervised map lk, k ∈ {2, 3, 4, 5, 6} and predicted map l1.
7: Compute loss according loss function and update α, β, θ, γ.
8: end for

3.2. Underlying Feature Mining Module (UFM)

Camouflaged objects blend into the background by altering properties (such as color,
texture, shape, etc.), resulting in low-level features with more interference information
when using backbone extraction. To address this issue, we create a UFM with interference
reduction and extensive texture information mining. As shown in Figure 2, we use this
module to handle F1 and F2 and to obtain Fm

1 and Fm
2 .
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Specifically, each UFM includes two parallel branches, as shown in Figure 2. The
blue box represents the first branch, consisting of a Conv3 + BN + ReLU layer with a
dilation rate of one, while the purple box represents the second branch, consisting of a
Conv3 + BN + ReLU layer with a dilation rate of three. In each branch, the convolution
operation extracts features at different dilation rates without reducing the channel count.
After processing through both branches, we obtain two separate features HC

1 and HC
2 . Then,

we extract shared features from HC
1 and HC

2 through element-wise multiplication and
enhance them by adding the shared features back to HC

1 and HC
2 through element-wise

addition. After these operations, we obtain R1 and R2.
HC

1 = C1BR(H)
HC

2 = C3BR(H)
R1 = HC

1 ⊗HC
2 + HC

1
R2 = HC

1 ⊗HC
2 + HC

2

(1)

where C1BR(·) represents the “Conv3 + BN + ReLU, dilate = 1” operation and C3BR(·)
represents the “Conv3 + BN + ReLU, dilate = 3” operation. ⊗ represents element-wise
multiplication. + represents element-wise addition.

Moving on, we concatenate features R1 and R2 in dim = 1 to obtain RC, which we then
subject to the max-pooling operation to retain texture features, resulting in RM. Addition-
ally, we use the avg-pooling operation to preserve the overall data quality while better
highlighting the background information. Finally, we combine features RM. and RA. to
obtain feature R, as shown below:

RC = Concat{R1, R2}
RM = Max

(
RC)

RA = Avg
(
RC)

R = RM + RA

(2)

where Concat{·} represents the concatenating operation in dim = 1. Max(·) represents
the max-pooling operation and Avg(·) represents the avg-pooling operation. + represents
element-wise addition.

3.3. Neighborhood Feature Fusion Module (NFFM)

The limitations of natural selection force organisms to evolve in a way that is compati-
ble with their immediate environment. Only creatures with the same traits can reproduce
in this process. Natural selection simultaneously promotes genes that are adapted to
the environment and represses ones that are unsuited to it [27]. Taking into account the
relationship between the process of biological evolution and feature fusion, we design
the neighborhood feature fusion module (NFFM), which mainly consists of element-wise
multiplication and concatenation, followed by element-wise addition.

As shown in Figure 2, the NFFM has two inputs, which we denote as P1 and P2. First,
we use element-wise multiplication on features P1 and P2 to improve related features and
filter out unrelated features. At the same time, we concatenate P1 and P2 in dim = 1 to
extract more highly abstract features and use Conv3 + BN + ReLU to reduce the number
of channels to 64. Finally, to create feature K with a wealth of similar features, we combine
S1 and S2 by element-wise addition. The neighborhood feature fusion module can be
described as follows: 

S1 = P1 ⊗ P2
S2 = Concat{P1, P2}
K = S1 + S2

(3)

where Concat{·} represents concatenating in dim = 1. ⊗ represents element-wise multipli-
cation. + represents element-wise addition.
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To obtain accurate detection maps of camouflaged objects, we use a top-down strategy
with the neighborhood feature fusion module to gradually fuse similar features of high-
level and low-level features. To ensure that the neighborhood features have the same size,
we added the operation of double sampling in the middle of this step.

3.4. Loss Function

We employed a combined loss function inspired by [28,29], which consists of binary
cross-entropy (BCE) [30] loss and intersection over union (IoU) loss. The loss function is
defined as:

L = Lw
IOU + Lw

BCE (4)

where Lw
BCE is the weighted binary cross-entropy loss, which measures the pixel-wise

difference between the predicted mask and the ground truth mask. This loss function is
commonly used in image segmentation tasks. The formula is expressed as:

Lw
BCE = −

H,W

∑
i,j

[w× g(i, j) log(p(i, j)) + (1− g(i, j)) log(1− p(i, j))] (5)

where g(i, j) represents the GT, p(i, j) represents the predicted map, and w represents the
weight of different categories. W and H stand for the width and height of the map.

Lw
IOU measures the similarity between the predicted map and the GT at a global

level and is commonly used in object detection and segmentation tasks. The formula is
expressed as:

Lw
IOU = 1−

∑H
i=1 ∑W

j=1 p(i, j)g(i, j)

∑H
i=1 ∑W

j=1[p(i, j) + g(i, j)− p(i, j)g(i, j)]
(6)

where g(i, j) represents the GT and p(i, j) represents the predicted map. W and H stand for
the width and height of the map.

By combining these two loss functions, we are able to capture both the pixel-level
differences and the global structure of the predicted map. Furthermore, we use weighted
loss functions to focus on hard samples, which can help to improve the accuracy of the
model [29,31].

The model has six outputs, all of which are carefully supervised. The locations of these
outputs are depicted in Figure 2. The total loss can be obtained using the following formula:

Lall = Ll1 + Ll2 + Ll3 + Ll4 + Ll5 + Ll6 (7)

where Ll1, Ll2, Ll3, Ll4, Ll5, and Ll6 refer the loss calculated between the output and the GT.

4. Experimental Results

In this section, we will delve deeper into the benchmark datasets in the field of COD,
the evaluation metrics employed, the experimental setup, and the ablation study.

4.1. Datasets and Implementation

We conducted extensive comparisons on four publicly available datasets (CAMO [16],
CHAMELEON [17], COD10K [11], and NC4K [1]) for COD to thoroughly verify our method.

The CAMO [16] dataset includes one camouflaged dataset (CAMO) and another
non-camouflaged dataset (MS-Coco). The dataset has 1000 images for training and the
remaining 250 are for testing.

The CHAMELEON [17] dataset consists of only 76 images collected from the internet
using the keyword “camouflaged animal”. It primarily focuses on creatures in nature.

The COD10K [11] dataset contains 10K images divided into 5 super and 69 subclasses,
including naturally camouflaged land, ocean, flying, and amphibious animals. It has
6000 images for training and 4000 images for testing.
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The NC4K [1] dataset is currently the largest COD testing dataset, comprising 4121 im-
ages downloaded from the internet. Most of the camouflaged object categories are natural,
with some artificial camouflage.

Implementation Details: We built our model using PyTorch and ran it on a PC with an
NVIDIA GTX 2080Ti GPU. We optimized the network using the Adam algorithm [32], with
the initial hyperparameters of a learning rate set at 10−4, a batch size of 14, and a maximum
epoch number of 100. We initialized some parameters with Res2Net-50 [26], while other
values were randomly initialized. To ensure fair comparisons, we trained our model using
the same training dataset as [11], which comprised 4040 photos from the COD10K and
CAMO datasets. For the testing phase, we used the remaining images. During the training
phase, we changed the size of each training image to 352× 352 and supplemented the
training dataset by randomly flipping photos to perform data preprocessing.

4.2. Evaluation Metrics

To conduct a quantitative comparison of different models on COD datasets, we utilize
seven standard metrics, including the precision–recall (PR) curve, S-measure [33] (Sm),
weighted F-measure [34] (Fw

β ), F-measure [35] (Fβ), E-measure [36] (Em), and mean absolute
error (MAE). By evaluating these metrics, we can assess the performance of different
models in camouflaged object detection.

Precision and recall are popular metrics used to assess the efficacy of a model by
computing the pertinent precision and recall scores.

S-measure [33] is used to evaluate the structural similarity between the predicted map
and the GT. It is defined as:

S = α× So + (1− α)× Sr (8)

where So represents the structural similarity measurement based on the object level and Sr
represents the region-based similarity. As suggested in [33], α is set to 0.5.

F-measure [35] is used to calculate the relationship between the precision and recall
and to calculate and display the average harmonic measurement value between P and
R.The formula is expressed as:

Fβ =
(

1 + β2
) PR

β2P + R
(9)

where P represents precision and R represents recall. β2 is set to 0.3 to emphasize precision,
as suggested in [37]. Similar to [34], we determined the weights of recall and precision with
the following formula:

Fw
β =

(
1 + β2

) PwRw

β2Pw + Rw (10)

where the parameters are the same as Fβ and w represents the weighted harmonic mean of
the precision and recall.

The MAE is used to calculate the mean absolute error for each pixel between the
model’s output and the input’s GT. The formula is as follows:

MAE =
1

W × H

W×H

∑
i=1
|S(i)−G(i)|, (11)

where S(i) represents the predicted map. G(i) represents the GT. W and H stand for the
width and height of the map, respectively.
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E-measure [36] is used to evaluate the overall and local accuracy of the camouflaged
object detection results by comparing the difference between the prediction map and the
GT. The formula is as follows:

E = 1
W×H

W
∑

x=1

H
∑

y=1
f (i) , (12)

where the enhanced alignment term f (·) is used to record statistics between the predicted
map and the GT at the pixel and image levels. W and H stand for the width and height of
the map, respectively.

4.3. Comparison with State-of-the-Art Methods

We refer to our model FLCNet as “Ours”. To validate its efficacy, we compared it
to 21 other models. The models we evaluated are EGNet [38], F3Net [31], SCRN [39],
PoolNet [40], CSNet [41], SSAL [42], UCNet [43], MINet [4], ITSD [44], PraNet [45],
ANet-SRM [16], MirrorNet [46], PFNet [2], UJSC [25], SLSR [1], SINet [24], MGL-R [14],
C2FNet [13], UGTR [12], SINet_V2 [11], and FAPNet [3]. We derived the results of all these
methods from publicly available data, from data created by the model, or by retraining the
model using the author’s code.

4.3.1. Quantitative Comparison

As shown in Figure 3, we present PR and F-measure curves for the COD datasets to
demonstrate the clear advantages of our model. The curves clearly show that our model
outperforms the alternatives.

CHAMELEON CHAMELEON

(a) (b)

Figure 3. Quantitative evaluation of different models. (a) shows CHAMELEONs Recall, (b) shows
CHAMELEONs threshold.

Additionally, as listed in Table 1, our model outperformed other models on four public
COD datasets, particularly on the COD10K dataset, and achieved better results in five
camouflaged map quality evaluation metrics. Our model achieved impressive MAEs of
0.071, 0.034, and 0.046 in the CAMO, COD10K, and NC4K datasets, respectively. This is a
decline of 6.58%, 5.56%, and 2.13% over FAPNet. Moreover, for the four superclasses in
COD10K, our model’s MAE scores significantly improved, declining by 12.50%, 2.04%, and
4.00% in amphibian, aquatic, and flying animals, respectively (as demonstrated in Table 2).

Overall, the excellence and efficiency of our model were significantly improved com-
pared to others, as evidenced by the results presented in Figure 3 and Tables 1 and 2.
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Table 1. Quantitative comparison of different methods on four COD testing datasets. Here, “↑” (“↓”) means that the larger (smaller) the better. The best three results
in each column are marked in red, green, and blue.

CAMO Dataset CHAMELEON Dataset COD10K Dataset NC4K Dataset

Sm ↑ Fw
β ↑ Fβ ↑ Em ↑ MAE ↓ Sm ↑ Fw

β ↑ Fβ ↑ Em ↑ MAE ↓ Sm ↑ Fw
β ↑ Fβ ↑ Em ↑ MAE ↓ Sm ↑ Fw

β ↑ Fβ ↑ Em ↑ MAE ↓

EGNet [38] 0.732 0.604 0.670 0.800 0.109 0.797 0.649 0.702 0.860 0.065 0.736 0.517 0.582 0.810 0.061 0.777 0.639 0.696 0.841 0.075
PoolNet [40] 0.730 0.575 0.643 0.747 0.105 0.845 0.691 0.749 0.864 0.054 0.740 0.506 0.576 0.777 0.056 0.785 0.635 0.699 0.814 0.073
F3Net [31] 0.711 0.564 0.616 0.741 0.109 0.848 0.744 0.770 0.894 0.047 0.739 0.544 0.593 0.795 0.051 0.780 0.656 0.705 0.824 0.070
SCRN [39] 0.779 0.643 0.705 0.797 0.090 0.876 0.741 0.787 0.889 0.042 0.789 0.575 0.651 0.817 0.047 0.830 0.698 0.757 0.854 0.059
CSNet [41] 0.771 0.642 0.705 0.795 0.092 0.856 0.718 0.766 0.869 0.047 0.778 0.569 0.635 0.810 0.047 0.750 0.603 0.655 0.773 0.088
SSAL [42] 0.644 0.493 0.579 0.721 0.126 0.757 0.639 0.702 0.849 0.071 0.668 0.454 0.527 0.768 0.066 0.699 0.561 0.644 0.780 0.093
UCNet [43] 0.739 0.640 0.700 0.787 0.094 0.880 0.817 0.836 0.930 0.036 0.776 0.633 0.681 0.857 0.042 0.811 0.729 0.775 0.871 0.055
MINet [4] 0.748 0.637 0.691 0.792 0.090 0.855 0.771 0.802 0.914 0.036 0.770 0.608 0.657 0.832 0.042 0.812 0.720 0.764 0.862 0.056
ITSD [44] 0.750 0.610 0.663 0.780 0.102 0.814 0.662 0.705 0.844 0.057 0.767 0.557 0.615 0.808 0.051 0.811 0.680 0.729 0.845 0.064
PraNet [45] 0.769 0.663 0.710 0.824 0.094 0.860 0.763 0.789 0.907 0.044 0.789 0.629 0.671 0.861 0.045 0.822 0.724 0.762 0.876 0.059
ANet [16] 0.682 0.484 0.541 0.685 0.126 - - - - - - - - - - - - - - -
MirrorNet [46] 0.785 0.719 0.754 0.848 0.077 - - - - - - - - - - - - - - -
SINet [24] 0.745 0.644 0.702 0.804 0.092 0.872 0.806 0.827 0.936 0.034 0.776 0.631 0.679 0.864 0.043 0.808 0.723 0.769 0.871 0.058
PFNet [2] 0.782 0.695 0.746 0.842 0.085 0.882 0.810 0.828 0.931 0.033 0.800 0.660 0.701 0.877 0.040 0.829 0.745 0.784 0.888 0.053
UJSC [25] 0.800 0.728 0.772 0.859 0.073 0.891 0.833 0.847 0.945 0.030 0.809 0.684 0.721 0.884 0.035 0.842 0.771 0.806 0.898 0.047
SLSR [1] 0.787 0.696 0.744 0.838 0.080 0.890 0.822 0.841 0.935 0.030 0.804 0.673 0.715 0.880 0.037 0.840 0.766 0.804 0.895 0.048
MGL-R [14] 0.775 0.673 0.726 0.812 0.088 0.893 0.813 0.834 0.918 0.030 0.814 0.666 0.711 0.852 0.035 0.833 0.740 0.782 0.867 0.052
C2FNet [13] 0.796 0.719 0.762 0.854 0.080 0.888 0.828 0.844 0.935 0.032 0.813 0.686 0.723 0.890 0.036 0.838 0.762 0.795 0.897 0.049
UGTR [12] 0.784 0.684 0.736 0.822 0.086 0.887 0.794 0.820 0.910 0.031 0.817 0.666 0.711 0.853 0.036 0.839 0.747 0.787 0.875 0.052
SINet_V2 [11] 0.820 0.743 0.782 0.882 0.070 0.888 0.816 0.835 0.942 0.030 0.815 0.680 0.718 0.887 0.037 0.847 0.770 0.805 0.903 0.048
FAPNet [3] 0.815 0.734 0.776 0.865 0.076 0.893 0.825 0.842 0.940 0.028 0.822 0.694 0.731 0.888 0.036 0.851 0.775 0.810 0.899 0.047

Ours 0.808 0.741 0.782 0.873 0.071 0.891 0.837 0.851 0.948 0.028 0.818 0.700 0.734 0.893 0.034 0.845 0.780 0.813 0.905 0.046
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Table 2. Quantitative comparison of different methods on four COD10K testing dataset categories. Here, “↑” (“↓”) means that the larger (smaller) the better. The
best three results in each column are marked in red, green, and blue.

COD10K-Amphibian COD10K-Aquatic COD10K-Flying COD10K-Terrestrial

Sm ↑ Fw
β ↑ Fβ ↑ Em ↑ MAE ↓ Sm ↑ Fw

β ↑ Fβ ↑ Em ↑ MAE ↓ Sm ↑ Fw
β ↑ Fβ ↑ Em ↑ MAE ↓ Sm ↑ Fw

β ↑ Fβ ↑ Em ↑ MAE ↓

EGNet [38] 0.776 0.588 0.650 0.843 0.056 0.712 0.515 0.584 0.784 0.091 0.769 0.558 0.621 0.838 0.046 0.713 0.467 0.531 0.794 0.056
PoolNet [40] 0.781 0.584 0.644 0.823 0.050 0.737 0.534 0.607 0.782 0.078 0.767 0.539 0.610 0.797 0.045 0.707 0.441 0.508 0.745 0.054
F3Net [31] 0.808 0.657 0.700 0.846 0.039 0.728 0.554 0.611 0.788 0.076 0.760 0.571 0.618 0.818 0.040 0.712 0.490 0.538 0.770 0.048
SCRN [39] 0.839 0.665 0.729 0.867 0.041 0.780 0.600 0.674 0.818 0.064 0.817 0.608 0.683 0.840 0.036 0.758 0.509 0.588 0.784 0.048
CSNet [41] 0.828 0.649 0.711 0.857 0.041 0.768 0.587 0.656 0.808 0.067 0.809 0.610 0.676 0.838 0.036 0.744 0.501 0.566 0.776 0.047
SSAL [42] 0.729 0.560 0.637 0.817 0.057 0.632 0.428 0.509 0.737 0.101 0.702 0.504 0.576 0.795 0.050 0.647 0.405 0.471 0.756 0.060
UCNet [43] 0.827 0.717 0.756 0.897 0.034 0.767 0.649 0.703 0.843 0.060 0.806 0.675 0.718 0.886 0.030 0.742 0.566 0.617 0.830 0.042
MINet [4] 0.823 0.695 0.732 0.881 0.035 0.767 0.632 0.684 0.831 0.058 0.799 0.650 0.697 0.856 0.031 0.732 0.536 0.584 0.802 0.043
ITSD [44] 0.810 0.628 0.679 0.852 0.044 0.762 0.584 0.648 0.811 0.070 0.793 0.588 0.645 0.831 0.040 0.736 0.496 0.552 0.777 0.051
PraNet [45] 0.842 0.717 0.750 0.905 0.035 0.781 0.643 0.692 0.848 0.065 0.819 0.669 0.707 0.888 0.033 0.756 0.565 0.607 0.835 0.046
ANet [16] - - - - - - - - - - - - - - - - - - - -
MirrorNet [46] - - - - - - - - - - - - - - - - - - - -
SINet [24] 0.820 0.714 0.756 0.891 0.034 0.766 0.643 0.698 0.854 0.063 0.803 0.663 0.707 0.887 0.031 0.749 0.577 0.625 0.845 0.042
PFNet [2] 0.848 0.740 0.775 0.911 0.031 0.793 0.675 0.722 0.868 0.055 0.824 0.691 0.729 0.903 0.030 0.773 0.606 0.647 0.855 0.040
UJSC [25] 0.841 0.742 0.769 0.905 0.031 0.805 0.705 0.747 0.879 0.049 0.836 0.719 0.752 0.906 0.026 0.778 0.624 0.664 0.863 0.037
SLSR [1] 0.845 0.751 0.783 0.906 0.030 0.803 0.694 0.740 0.875 0.052 0.830 0.707 0.745 0.906 0.026 0.772 0.611 0.655 0.855 0.038
MGL-R [14] 0.854 0.734 0.770 0.886 0.028 0.807 0.688 0.736 0.855 0.051 0.839 0.701 0.743 0.873 0.026 0.785 0.606 0.651 0.823 0.036
C2FNet [13] 0.849 0.752 0.779 0.899 0.030 0.807 0.700 0.741 0.882 0.052 0.840 0.724 0.759 0.914 0.026 0.783 0.627 0.664 0.872 0.037
UGTR [12] 0.857 0.738 0.774 0.896 0.029 0.810 0.686 0.734 0.855 0.050 0.843 0.699 0.744 0.873 0.026 0.789 0.606 0.653 0.823 0.036
SINet_V2 [11] 0.858 0.756 0.788 0.916 0.030 0.811 0.696 0.738 0.883 0.051 0.839 0.713 0.749 0.908 0.027 0.787 0.623 0.662 0.866 0.039
FAPNet [3] 0.854 0.752 0.783 0.914 0.032 0.821 0.717 0.757 0.887 0.049 0.845 0.725 0.760 0.906 0.025 0.795 0.639 0.678 0.868 0.037

Ours 0.863 0.776 0.803 0.925 0.028 0.817 0.725 0.764 0.895 0.048 0.844 0.733 0.763 0.913 0.024 0.785 0.638 0.675 0.869 0.037



Electronics 2023, 12, 2570 11 of 16

4.3.2. Qualitative Comparison

Our model’s results are more similar to GT, as shown in Figure 4. This figure sum-
marizes the qualitative comparisons we conducted for all models using various visual
contrast experiments. In other words, our results are more comprehensive and accurate
compared to other models. Overall, our model has two significant advantages. Our model
is capable of improving the edge information of large objects, as shown in the first, second,
third, fifth, and sixth rows of Figure 4. This is primarily due to the UFM module, which
effectively filters interference and distinguishes between the foreground and background
by thoroughly mining low-level information. Our model can accurately segment small
camouflaged objects, as shown in the fourth, seventh, eighth, ninth, and tenth rows of
Figure 4. This is because we gradually fuse low-level and high-level features using the
NFFM and top-down strategy, resulting in accurate prediction maps.

(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l) (m) (n) (o) （p）

1

2

3

4

5

6

7

8

9

10

改1

Figure 4. Visual comparison of our and other models on four COD testing datasets. (a) Input, (b) GT,
(c) Ours, (d) FAPNet [3] (e) SINet_V2 [11], (f) UGTR [12], (g) C2FNet [13], (h) MGL-R [14], (i) SLSR [1],
(j) UJSC [25], (k) PFNet [2], (l) SINet [24], (m) PraNet [45], (n) ITSD [44], (o) MINet [4], (p) UCNet [43].

Based on the aforementioned comparison, we can conclusively demonstrate the superi-
ority of FLCNet. Whether identifying small objects or edge features, our model outperforms
existing methods in COD.

4.4. Comparisons of Inference

We also compare our model with other methods in terms of parameters (Params),
floating point operations (FLOPs), and frames per second (FPS), as shown in Table 3. While
our model produced positive results, the inference structure’s architecture still contains
some redundant elements. We want to emphasize that by including UFM and NFFM
modules, our method outperformed the comparison methods, striking a compromise
between model complexity and performance. This shows that the primary goal of this
work has been achieved. For future work, we will explore and improve our approach
by considering integrated solutions for accuracy and efficiency, as well as addressing the
increased inference cost consumption.
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Table 3. Comparisons of the number of parameters, FLOPs, and FPS corresponding to COD methods. All evaluations follow the inference settings in the
corresponding papers.

Method Ours FAPNet [3] SINet_V2 [11] UGTR [12] C2FNet [13] MGL-R [14] SINet [24] SLSR [1] UJSC [25] PFNet [2]

Params. 31.554 M 29.524 M 26.976 M 48.868 M 28.411 M 63.595 M 48.947 M 50.935 M 217.982 M 46.498 M
FLOPs 43.435 G 59.101 G 24.481 G 1.007 T 26.167 G 553.939 G 38.757 G 66.625 G 112.341 G 53.222 G
FPS 34.013 28.476 38.948 15.446 36.941 12.793 34.083 32.547 18.246 29.175
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4.5. Ablation Studies

The effectiveness of the proposed UFM and NFFM is demonstrated in this section
through our ablation studies on three COD datasets. Quantitative and qualitative compar-
isons are shown in Table 4 and Figure 5.

Table 4 illustrates how each module improves the model’s performance, with the best
results achieved when all suggested modules are combined. Adding UFM or NFFM to the
basic structure results in gradual increases in the evaluation scores across all three datasets,
particularly in terms of the MAE. Our model’s MAE scores increased by 8.97%, 15.00%,
and 11.54% compared to the basic model, respectively. In addition, the 2nd and 3rd rows in
Table 4 show the two suggested modules significantly enhance the model’s performance
compared to the basic model. The NFFM module has the most significant impact on MAE
performance, increasing it by 7.69%, 12.50%, and 11.54% in the three datasets, compared to
the basic module.

Table 4. Ablation studies on three testing datasets.

Method
CAMO Dataset COD10K Dataset NC4K Dataset

Sm ↑ Fw
β ↑ Fβ ↑ Em ↑ MAE ↓ Sm ↑ Fw

β ↑ Fβ ↑ Em ↑ MAE ↓ Sm ↑ Fw
β ↑ Fβ ↑ Em ↑ MAE ↓

Basic 0.797 0.712 0.757 0.861 0.078 0.800 0.660 0.698 0.878 0.040 0.832 0.749 0.785 0.893 0.052
Basic+UFM 0.804 0.728 0.774 0.865 0.076 0.814 0.685 0.725 0.883 0.036 0.841 0.765 0.803 0.894 0.049
Basic+NFFM 0.806 0.738 0.781 0.873 0.072 0.817 0.700 0.734 0.892 0.035 0.843 0.777 0.810 0.903 0.046

Ours 0.808 0.741 0.782 0.873 0.071 0.818 0.700 0.734 0.893 0.034 0.845 0.780 0.813 0.905 0.046

(a) (b) (c) (d)

消融1

'.jpg','.png','_Ours.png','_BASIC.png','_BASIC+M1.png','_BASIC+M2.png'

(e) (f)

Figure 5. Qualitative comparisons of our model. (a) Input, (b) GT, (c) Ours, (d) Basic, (e) Basic+UFM,
(f) Basic+NFFM.

We also provide the prediction maps for each ablation experiment, demonstrating the
effectiveness of our suggested modules. Figure 5 shows that UFM distinguishes between
the foreground and background by mining low-level information, thus improving the
resolution of edge information. Meanwhile, the NFFM and top-down strategy gradually
fuse low-level features with high-level features to accurately locate the target location and
generate an accurate predicted map.

Based on both qualitative comparisons and quantitative comparisons of the ablation
investigation, it is clear that our model fully conforms to anticipated design standards and
demonstrates a superior performance.

4.6. Failure Cases and Analysis

Based on the previous findings, our model still has some drawbacks, even though
it performs better overall than other models. As shown in Figure 6, we display some
scenarios where it fails. Detecting highly intricate artificial camouflage was not particularly
successful using our methodology. As seen in first, second, and third rows of figures, the
background and objects combined seamlessly, making it impossible for our algorithm to
infer boundaries accurately. This issue could be due to the insufficient depth of mining
and poor usage of edge detail information. Meanwhile, when an image contains both
salient objects and camouflaged objects, our model can become confused and mistakenly
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segment the salient objects as camouflaged objects. As seen in the third and fourth rows,
containing objects of two categories, the model has identified the objects. However, salient
objects generally stand out significantly from the background, whereas a camouflaged
object differs only slightly. This suggests that feature extraction and refinement alone will
not enable the model to discern the differences between the two. Meanwhile, in our model,
ReLU was mainly used as the activation function. In future research, we will consider using
adaptive activation functions, which have a better learning ability than fixed activations
and can greatly improve the convergence speed and increase model accuracy [47–50]. This
also provides new directions for future improvements.

(a) (b) (c)

Figure 6. Some failed examples. (a) Input, (b) GT, (c) Ours.

5. Conclusions

We introduce a new model named FLCNet, which comprises a UFM, a TEM, and
an NFFM. The proposed UFM addresses the problem of existing models ignoring the
deep exploration of low-level features, while the proposed NFFM avoids the problem
of low efficiency in cross-level feature fusion. Finally, we use a top-down strategy to
gradually integrate high-level and low-level features to generate an accurately predicted
map. Through a series of comparison and ablation experiments, we have demonstrated the
effectiveness and superiority of our model. However, our model still has some limitations,
as it is not particularly successful at detecting highly complex artificial camouflage. At
the same time, our model cannot distinguish salient objects from camouflaged objects. In
the following research, we will further optimize this issue. Additionally, we hope that our
model can be applied to more fields, such as polyp detection, steel defect detection, etc.
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