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Abstract: Maintaining safe and efficient operation in a single-phase pulse width modulation (PWM)
rectifier that employs current sensors relies heavily on accurate sensor readings. However, several
factors such as environmental conditions, aging, or damage can lead to sensor faults. Therefore, it is
imperative to implement robust fault detection methods to ensure reliable system operation. The use
of unknown input observer techniques is one such method that involves analyzing the differences
between actual and estimated states to detect and identify faults in the system. This paper presents
the development of a fault detection method that employs an unknown input observer with high
sensitivity to faults and disturbance rejection to achieve robust fault detection. The method involves
modeling the system as a state-space model and designing an observer to estimate the system’s
state variables based on input and output measurements. The deviations between the actual and
estimated states are then analyzed to detect and identify sensor faults, without the need for additional
hardware, making it a cost-effective solution. Hardware-in-the-loop tests confirm the effectiveness of
the proposed method.

Keywords: single-phase PWM rectifier; fault detection; residual; unknown input observers

1. Introduction

The need for higher performance, safety, and reliability in dynamic systems has led
to an increased demand for fault diagnosis. However, a major challenge is to develop
a fault detection method that can effectively detect faults while avoiding the impact of
disturbances on the detection process. Critical systems such as power electronics converters
are particularly susceptible to external perturbations that can interfere with fault detection.
Therefore, there is a need to develop a robust fault detection method that can effectively
handle such disturbances’ impact.

Fault diagnosis research aims to develop techniques for detecting, isolating, and
identifying faults in systems by analyzing sensor data, system behavior, or mathematical
models [1]. The significance of fault diagnosis spans various applications. In industrial
machinery and manufacturing, it ensures smooth operation, minimizes downtime, and
improves productivity. In power systems and energy networks, it enhances grid stability
and reduces equipment damage, such as gear fatigue [2]. In automotive systems, it enhances
safety and performance, while in aerospace and aviation, it maintains aircraft reliability
and safety. Additionally, fault diagnosis ensures accurate diagnostics and patient safety in
medical equipment and healthcare. In renewable energy systems, it optimizes performance
and efficiency, and in smart grid and Internet of Things (IoT) applications, it improves grid
stability and resilience [3]. Overall, fault diagnosis prevents failures, reduces downtime,
improves system reliability, and enables efficient resource allocation. Observer-based fault
detection (FD) is a powerful tool for detecting faults in complex systems, such as aerospace
and industrial applications, and it can significantly reduce downtime and maintenance
costs [4]. Observer-based FD utilizes state/output observers that compare estimated system
behavior with actual measurements to detect faults, while sensor detection specifically

Electronics 2023, 12, 2366. https://doi.org/10.3390/electronics12112366 https://www.mdpi.com/journal/electronics

https://doi.org/10.3390/electronics12112366
https://doi.org/10.3390/electronics12112366
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/electronics
https://www.mdpi.com
https://orcid.org/0000-0003-4355-3660
https://doi.org/10.3390/electronics12112366
https://www.mdpi.com/journal/electronics
https://www.mdpi.com/article/10.3390/electronics12112366?type=check_update&version=1


Electronics 2023, 12, 2366 2 of 14

focuses on identifying faults related to the sensors themselves. By employing specialized
observers and filters, the system can accurately and reliably detect faults, even in the
presence of noise or interference. This capability is particularly valuable in high-stakes
applications where system failures can have severe consequences.

There are numerous fault detection methods available in the literature, each with its
advantages and disadvantages. Among these methods, the unknown input observer (UIO)
is a popular technique due to its simplicity and ability to detect faults without requiring
additional hardware. However, to provide a clear comparison of critical factors, let us
compare UIO with a few commonly used fault detection methods.
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Artificial intelligence-based methods: Artificial intelligence-based methods use ma-
chine learning algorithms to detect faults. These methods can learn complex patterns
and may be more robust to disturbances than model-based or residual-based methods.
However, they require large amounts of data to train the machine learning algorithms
and may not be explainable, making it difficult to determine the cause of a detected
fault [7].

Compared to these fault detection methods, the UIO technique has several advantages.
UIO is a model-based approach that does not require any additional hardware for fault
detection. It is computationally efficient and can detect faults quickly, allowing for faster
maintenance and repair of the system. UIO is also less sensitive to disturbances than
residual-based methods, reducing the likelihood of false alarms.

However, UIO does have limitations. It requires accurate knowledge of the system
model, and its performance can be affected by modeling errors or uncertainty. Additionally,
UIO is not suitable for detecting all types of faults and may require additional techniques
to detect certain faults.

The use of unknown input observers for fault detection and identification has been
widely studied in the control engineering literature. It was originally proposed by [8].
UIO is specifically designed to minimize the impact of disturbances, while still retaining a
degree of sensitivity to faults. Using UIO is intended to enhance the reliability and accuracy
of fault detection in systems that are prone to external interference or noise.

The potential application of UIO spans diverse systems, ranging from industrial con-
trol systems to automotive applications, where the assurance of the monitored system’s
reliability and safety necessitates fault detection and isolation [9]. UIO-based FDI tech-
niques have been developed for various systems, including electrical, mechanical, and
chemical systems. In [10], an adaptive UIO-based FDI approach was proposed for a wind
turbines engine. The proposed approach used an adaptive gain matrix to estimate the
unknown inputs and detect faults in the gas turbine engine. Ref. [11] presented a methodol-
ogy to create unknown input observers that can estimate the state of a linear time-invariant
dynamical system, taking into account both known and unknown inputs. This approach
was applied to a physical hydraulic system to identify and pinpoint faults in the actuators.
An UIO-based FDI approach was proposed for a wind turbine system in [12], where a linear
matrix inequality (LMI) optimization technique has been used to design a UIO and generate
a residual signal. The used strategy was shown to be effective in detecting and isolating
faults while increasing the insensitivity to the noises. Ref. [13] expanded an algorithm for
linear unknown input observer design to accommodate nonlinear systems by utilizing



Electronics 2023, 12, 2366 3 of 14

unscented transformation (UT) to obtain the observer gain. This method is then applied
to detect sensor faults in a highly nonlinear dynamic system, specifically the jacketed
continuous stirred tank reactor (CSTR). A single full-order observer is devised to identify
sensor faults in the presence of unknown. Through simulation results, it is demonstrated
that the proposed method allows for differentiation between disturbances, which introduce
model uncertainties, and the response caused by a sensor fault. The construction of UIOs
for detecting unbalances in rotating systems has been presented in [14]. The design of
observer matrices is based on the solution of LMIs and the algebraic Riccatti equation. A
bank of observers is used to estimate the magnitude and axial position of unbalances and
the simulation results are presented.

Robust sensor fault detection and identification based on UIO for a single-phase PWM
rectifier is a specialized research topic that falls within the broader area of power electronics
and control engineering. The disturbance decoupling based on the right eigenvector
has been applied in [15], where the open circuit fault into the insulated gate bipolar
transistor is considered. The study is limited to the actuator fault and the result is proved
using simulation. In [16] the authors propose a fault detection and isolation method
for a single-phase PWM rectifier based on Luenberger observers. The proposed method
uses the observer to estimate the system state, and detect and isolate faults based on
residual signal analysis. The detection of a fault occurrence in the transient and steady-
state modes is achieved by monitoring the evolution of the generated residuals and their
corresponding thresholds in [17]. Based on the pole placement strategy, [18] designed
an observer able to detect and isolate the sensor fault in a single-phase PWM rectifier.
However, the result presented using this method treated the DC-link sensor fault only and
is limited to simulation. Ref. [19] proposes a fault diagnosis method for power electronics
systems based on wavelet analysis and neural networks. The proposed method is tested on
a DC-DC converter and shows an accurate diagnosis of faults.

Various fault detection techniques have been employed for insulated gate bipolar
transistor (IGBT) systems, including mixed logical dynamic systems in [20], where a signal
injection technique is used to excite the system and extract diagnostic features [21] presents
an online fault diagnosis method that uses a modified phase-locked loop to estimate the
rectifier output voltage and detect open-switch faults in the IGBTs of the rectifier. The
proposed method is computationally efficient and can diagnose faults in real time. Robust
sensor fault detection and isolation, and fault-tolerant control methods are presented by [22],
and he used a state observer to estimate the system states, and a residual is generated to
detect and isolate sensor faults. A fault-tolerant control strategy based on a sliding mode
controller is then used to maintain the system performance in the presence of sensor faults.
The proposed scheme is validated through simulation results, which show that the method
can effectively detect and isolate sensor faults and maintain the system’s performance.
However, most of these techniques only focus on detecting and isolating open circuit faults
and are limited to theoretical studies. Thus, the application of robust fault detection and
identification remains an active area of research.

To meet the criteria for robustness, fault detection and isolation approaches that
employ unknown input observers, eigenstructure assignment, and linear matrix inequalities
(LMI) must satisfy three conditions, as noted in [23]:

(a) Amplifying the impact of faults on the residual;
(b) Stabilizing the gain observer;
(c) Decreasing the effects of disturbances on the residual.

This study’s scientific novelty lies in its three key contributions as described below:
Firstly, the development of a highly sensitive unknown input observer approach

that effectively detects faults while rejecting disturbances. This UIO technique generates
a residual signal by comparing the actual current with the estimated current from the
observer, without requiring any additional hardware.
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Secondly, the proposed method is implemented for sensor fault detection on a single-
phase pulse width modulation rectifier, which is a significant contribution to the field of
fault detection in power electronics.

Thirdly, the effectiveness of the proposed method is validated through experimental
testing using a hardware-in-the-loop (HIL) platform. The experimental test shows the accu-
racy and reliability of the proposed method in detecting faults and rejecting disturbances.
Finally, the proposed method has the potential to significantly improve the accuracy of
fault detection, reduce false alarms, and enhance the overall performance of the system.

The theory and design of the unknown input observer are summarized in Section 2
of this paper, and Section 3 outlines the experimental setup. Results and discussion are
presented in Section 4, and this study concludes with Section 5.

2. Materials and Methods
2.1. Observer Design

System uncertainty can impact the dynamic system described by the equations in
this section, and it can be expressed by an unknown disturbance term that is introduced
to the system. This disturbance term can be considered a source of variability in the
system’s behavior that is difficult to predict or control. In other words, the uncertainty can
introduce unexpected variations or errors in the system’s output or performance, making it
challenging to achieve the desired level of accuracy or stability. Therefore, it is crucial to
account for and mitigate the effects of system uncertainty when designing or analyzing
dynamic systems to ensure their reliable and robust operation. It is expressed by using the
below equation: { .

x(t) = Ax(t) + Bu(t) + Ed(t)
y(t) = Cx(t)

(1)

The vectors x, u, and y refer to the state, input, and output of the system, respectively.
The input disturbance is denoted by the letter d(t).

The dimensions of matrices A, B, C, and E are known for a given system. E represents
input distribution and should have a full column rank to ensure optimal system performance.

In the context of the system described by Equation (1), an observer can be considered
an unknown input observer if it can estimate the state of the system accurately, despite the
presence of input disturbances. The goal of the observer is to minimize the state estimation
error vector e(t), which ideally should converge to zero asymptotically.

In other words, the observer should be able to track the system’s behavior and esti-
mate its state accurately, even in the presence of disturbances. This ability is critical for
ensuring reliable and robust system operation, especially in real-world applications where
disturbances are common.

Therefore, the use of an unknown input observer is an effective technique for mit-
igating the effects of disturbances and improving the overall performance of dynamic
systems [24]. By estimating the state of the system accurately, the observer can provide
valuable information for control and optimization purposes, leading to better system
behavior and increased efficiency. It is expressed by using the following equation:{

z(t) = Γz(t) + BΘu(t) + Ky(t)
x̂(t) = z(t) + Πy(t)

(2)

The estimated state vector x̂ ∈ Rn and the state of the full-order observer z ∈ Rn are
related by certain matrices Γ, Π, Θ, and K that need to be designed for achieving unknown
input decoupling and satisfying other design requirements.

By adopting the observer described in Equation (2) for the system described in
Equation (1), the estimation error e(t) can be calculated using Equation (3). This error
quantifies the discrepancy between the estimated and actual states of the system and
is influenced by various factors such as the system’s dynamics and the quality of the
input signals.
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The design of the matrices Γ, Π, Θ, and K is critical for ensuring accurate state esti-
mation and achieving the desired system performance. These matrices must be carefully
chosen to meet the design requirements, such as unknown input decoupling, disturbance
rejection, and robustness to noise.

The use of a full-order observer, such as the one described in Equation (2), can provide
valuable insights into the system’s behavior and help improve its performance. By esti-
mating the system’s states accurately, the observer can facilitate control and optimization
strategies, leading to more efficient and effective system operation. The system with UIO is
illustrated in Figure 1.
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.
e(t) = (A−ΠCA− K1C)e(t) + [Γ− (A−ΠCA− K1C)]z(t) + [K2 − (A−ΠCA− K1C)Π]y(t) + [Θ− (I −ΠC)]Bu(t) + (ΠC− I)Ed(t) (3)

If the following relations are verified:

(ΠC− I)E = 0 (4)

Θ = I −ΠC (5)

Γ = A−ΠCA− K1C (6)

The state estimation error will then be:

.
e(t) = Ne(t) (7)

The estimation error e(t) will converge to zero asymptotically, indicating that the
observer functions as an unknown input observer, if all the eigenvalues of Γ are stable. To
ensure the solvability of Equation (4), it is necessary to verify Equation (8).

The stability of the eigenvalues of Γ is critical for the observer’s ability to estimate the
system’s states accurately and provide reliable information for control and optimization.
A stable observer can effectively track the system’s behavior, even in the presence of
disturbances, and facilitate the achievement of design requirements such as disturbance
rejection and robustness to noise.

Furthermore, verifying Equation (8) is essential for ensuring the solvability of Equation (4).
The solvability of Equation (4) is necessary for accurate estimation of the system’s states and
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the effective functioning of the observer. If Equation (8) is not satisfied, Equation (4) cannot
be solved, and the observer may not be able to estimate the system’s states accurately.

Therefore, both the stability of the eigenvalues of Γ and the verification of Equation (8)
are crucial for the design and implementation of effective unknown input observers,
which can provide valuable insights into the behavior of dynamic systems and enhance
their performance.

rank(CE) = rank(E) (8)

For Equation (2) to function as an unknown input observer, an additional requirement
is that the pair (C, A1) should be detectable. This means that the system’s output C and its
state dynamics A should be observable, allowing for accurate estimation of the system’s
states using the observer.

Detectability is an important property of dynamic systems that ensures the availability
of sufficient information for state estimation and control. If (C, A1) is detectable, the
observer can effectively estimate the system’s states, even in the presence of unknown
inputs or disturbances. This ability is crucial for achieving robust and reliable system
performance, especially in real-world applications where disturbances and uncertainties
are common.

Therefore, the detectability of the pair (C, A1) is a critical design requirement for the
development of effective unknown input observers, which can provide valuable insights
into the behavior of dynamic systems and help improve their performance. Let’s compute:

A1 = A− E[(CE)TCE]
−1

(CE)TCE (9)

By defining the solution for Π as Π∗ = E[(CE)TCE]
−1

(CE)T , the dynamic matrix Γ
can be written as:

Γ = A−ΠCA− K1C = A1 − K1C (10)

To stabilize Γ, one can choose K1 such that the second condition is satisfied. The
pole-placement method can be used to design K1, which involves selecting the closed-loop
poles of the system to achieve a desired response.

By choosing appropriate values for K1, the system’s stability can be ensured, leading
to accurate state estimation and robust system performance. The pole-placement method
is a widely used technique in control engineering and is known for its effectiveness in
achieving stable and responsive systems.

The design of K1 is a crucial step in developing an effective unknown input observer,
which can provide valuable information about the behavior of dynamic systems and help
optimize their performance. By carefully selecting the closed-loop poles, one can achieve
the desired response and ensure that the system is stable and reliable, even in the presence
of disturbances or uncertainties.

Therefore, the use of the pole-placement method to design K1 is an important de-
sign consideration for the development of effective unknown input observers, which can
enhance the performance of dynamic systems in various real-world applications.

A comprehensive guide on the design of UIOs can be found in [24]. The following
algorithm outlines the steps involved in designing an unknown input observer:

(1) Verify whether the rank of (CE) is the same as the rank of (E); if not, the UIO cannot be
established and the process should be halted.

(2) Calculate Π, Θ and A1.
(3) Determine whether the pair (C, A1) is observable; if it is observable, the UIO can be created,

and K1 can be found using pole placement. The process can be stopped at this point.
(4) Create a transformation matrix P for the observable canonical decomposition: choose the

independent n1 = rank(w0), where w0 is the observability matrix of (C, A1), row vector
pT

1 , . . . , pT
n1 from w0, together with other n− n1 row vectors pT

n1+1, . . . , pT
n to construct a

non-singular matrix as: P = [p1, . . . , pn0; pn0+1, . . . , pn]
T .
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(5) Create an observable canonical decomposition on (C, A1):PA1P−1 =

[
A11 0
A21 A22

]
CP−1 =

[C∗ 0].
(6) Verify if (C, A1) is detectable: if any one of the eigenvalues of A22 is unstable the UIO cannot

be established and the process should be halted.
(7) Choosen1 desired eigenvalues and assign them to A11 − K1

pC∗.

(8) Calculate K1 = P−1Kp = P−1[(K1
p)

T
(K2

p)
T
]
T

where K2
p is any (n− n1)× matrix.

(9) Compute Γ and K:
Γ = A1 − K1C
K = K1 + K2 = K1 + ΓΠ

(10) Stop

After designing the UIO, the description of the robust residual is as follows:

r(t) = y(t)− Cx̂(t) = (I − CΠ)y(t)− Cz(t) (11)

The method described in the previous section can be applied to rectifiers, and to do
so, it is necessary to first establish the rectifier’s state space description. This descrip-
tion provides a mathematical representation of the rectifier’s behavior and allows for the
application of control and estimation techniques to improve its performance.

The state space description of a rectifier is typically formulated using a set of differ-
ential equations that relate the rectifier’s input, output, and internal states. This set of
equations can be organized in matrix form, where the rectifier’s state vector represents the
internal states, and the input and output vectors capture the rectifier’s behavior in response
to external stimuli.

By establishing the rectifier’s state space description, it becomes possible to apply
the method described in the previous section to estimate the rectifier’s internal states and
improve its performance. This can involve the design of a UIO, as well as the application
of control techniques to regulate the rectifier’s output and ensure stable operation.

2.2. Description Rectifier System

To model the analyzed system, the state equations presented below are utilized. These
equations consider the binary switching control signal S and assume that the dead time can
be ignored. 

Un = −L dic
dt − Ric + Uab

icd = Ccd
dVdc

dt
idc = icd + ild

(12)

Figure 2 illustrates the various currents and voltages present in the system, where ic
represents the catenary current, icd denotes the capacitor current, and ild represents the
load current. The grid voltage is denoted as Un, and the DC-link voltage is represented
as Vdc. The output converter current is denoted as idc, while the input rectifier voltage is
expressed by Uab and is defined in Equation (13).{

Uab = (2S− 1)Vdc
idc = −(2S− 1)ic

(13)

Equation (14) presents the state space model of the rectifier in the presence of uncer-
tainties. This equation can be derived by obtaining Equations (10) and (11){

x(t) = [A(t) + ∆A(v, t)]x(t) + [B(t) + ∆B(v, t)]u(t) + E(t)d(t)
y(t) = C(t)x(t)

(14)
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The system matrices A(t), B(t) and C(t) are constants with <e[λ (A)] ≺ 0, and de-
signed as:

A =

[
− R

L
2S−1

L
−2S+1

Cd
0

]
, B =

[
− 1

L
0

]
, C =

[
1 0
0 1

]
(15)

The IGBT’s switching control signal, denoted as S, has two logical states of 1 or 0. As a
result, matrix A in the system’s state space model also has two distinct expressions within
a single switching period, which are presented below.

As=0 =

[
− R

L
−1
L

1
Cd

0

]
, As=1

[
− R

L
1
L

−1
Cd

0

]
(16)

{
x =

[
ic Vdc

]T

u = Un
(17)

If we assume that the perturbation only impacts the control vector, it becomes possible
to regulate the distribution matrix of the disturbance input through the use of matching
conditions. Based on the theory presented in [26], the following assumptions are made:

Assumption 1. {A(.), B(.)} completely controllable in a uniform manner.

Assumption 2. For all (x, t) ∈ <n × <, there exist matrix functions O(.), Q(.), D(.) with
dimensions that are suitable and continuous:

(a) ∆A(υ, t) = B(t)O(υ, t)
(b) ∆B(v, t) = B(t)Q(v, t)
(c) E(t) = B(t)D(t)

.

In the given system, the system uncertainty matrices ∆A(.) and ∆B(.) are continuous
across all their arguments, while the vectors v and υ are uncertain. The variation in system
parameters is dependent solely on R, Cd, and L (refer to Figure 2). It is assumed that
the variation in Cd can be ignored, and if there is a 1% variation in each parameter, then
Equation (18) can be obtained as follows:

∆A(t) =
[
|∆a11| |∆a12|

0 0

]
=

[
0.230 4.34780

0 0

]
∆B(t) =

[
|∆b11|

0

]
=

[
4.34780

0

] (18)
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Assumption 1 states that matching conditions, which are inherent to the system’s
structure, ensure that the dynamics are minimally affected by the uncertainty vector in
comparison to the control vector u [27].

If conditions (a) and (b) are met, the structure of Equation (1) becomes as follows:{ .
x(t) = A(t)x(t) + B(t)[(u(t) + η(υ, v, t]
y(t) = C(t)x(t)

(19)

where η = O(.)x(t) + Q(.)u(t) + D(.)d(t).
As stated in Assumption 1, this suggests that the dynamics of the system are impacted

by the control vector u to a greater extent than by the uncertainty vector η. The equation
provided in this section satisfies the matching conditions for the PWM rectifier system
under consideration

O =
[
−0.005290 −0.010

]
; Q = −0.01; D = 1.0

Following that, the design of UIO for the converter system is required, which should
be based on the system equations. By using Assumption 2 and Equation (19), we can
formulate the following expression: E = B, so the rank of the matrix (CE) is equal to the
rank of the matrix E.

Having verified the first necessary condition, we can proceed to the second step, which
involves designing the matrices Θ, Π, and A1. Table 1 presents different parameter values
related to the system and the load used in this work is equal 20Ω.

Table 1. Parameters for the rectifier used.

Parameters Symbols Values Unity

Filter resistor R 0.530 Ω
Filter inductor L 23e−4 H

DC-link capacitor Cd 80e−4 F
Grid voltage Un 1550 V

DC-link voltage Vdc 3000 V
Rectifier switching frequency fs 1250 Hz

Π =

[
1 0.001
0 −0.499

]
; Θ =

[
0 −0.001
0 1.499

]
, A1 =

[
−0.1206 0
187.37 0

]
Confirmation of the necessary conditions for the existence of the UIO is provided by

the observability of the pair (C, A1). This enables us to calculate the K1 and then derive the
Γ and K matrices accordingly.

K1 =

[
24.87940 0
187.3750 26

]
, Γ =

[
−25 0

0 −26

]
K2 =

[
−25 −0.02410

0 12.9740

]
; K =

[
−0.12060 −0.02410
187.3750 38.9740

]
The pole placement has been used to generate K1, whit p =

[
−25 −26

]
.

The robust residual designed in this manner enables the detection of faults using a
simple threshold logic, as follows:{

r < Threshold : no f ault
r > Threshold : there is a f ault

(20)

3. Experimental Setup

The proposed Unknown Input Observer technique was tested for its effectiveness and
validity through experimental validation on a hardware-in-the-loop platform, which is
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shown in Figure 3. The test setup comprised two personal computers: one was used for
the dSPACE software, and the other for code composer studio programming. In addition
to these, a DSP control board (TMS320F28335), a real-time simulator for dSPACE, and
an oscilloscope were utilized to display signal waveforms and act as the information
interface. The analog signals were received by the DSP from the dSPACE simulator, and
after undergoing analog-to-digital conversion and computation, the control signals for the
switching devices were delivered.
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The control algorithm program for the single-phase PWM rectifier was developed
using code composer studio and downloaded onto the DSP board. The experimental
validation demonstrated the efficacy of the UIO technique, as the signals displayed on
the oscilloscope were consistent with the expected waveforms. The use of the hardware-
in-the-loop platform enabled the testing of the UIO technique in a realistic and dynamic
environment, allowing for a more accurate assessment of its effectiveness. The experimental
validation thus confirmed the validity and applicability of the proposed UIO technique in
practical implementations.

4. Results and Discussion

To achieve a unity power factor operation and regulate the DC-link voltage in a
single-phase PWM rectifier, a control strategy that employs a proportional integrator (PI)
controller in the external control loop and a proportional resonant (PR) controller in the
inner loop control is adopted. The details on this controller design can be found in [28].

The PI controller in the external control loop serves to regulate the DC-link voltage by
adjusting the output voltage of the rectifier. This is done by comparing the actual DC-link
voltage to the reference voltage selected equal to 3000 V, and the resulting error signal is
fed into the PI controller. The PI controller then calculates the required adjustment to the
output voltage, which is then used to adjust the pulse width of the switching signals.

In the inner loop control, a PR controller is employed to regulate the output current of
the rectifier. The PR controller is designed to track the reference current signal and suppress
any harmonics that may be present in the system. This is done by decomposing the current
signal into its fundamental and harmonic components and applying the proportional
resonant controller to the harmonic component to eliminate it. The result depicted in
Figure 4 demonstrates the effectiveness of the adopted controller in normal operation. The
trace denoted Vdc represents the DC-link voltage, the trace Un is the input grid voltage
signal, ic represents the actual signal of the current from the sensor, and the trace ic_est
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represents the estimated current of the actual current and is from the observer. The trace r
and Th represent the residual signal and the detection threshold, respectively.
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To evaluate the effectiveness of the proposed method in separating disturbances, a
white noise signal with a noise power of 10 was added to the input voltage before inducing
faults. The residual performance was examined during the presence of noise, as shown in
Figure 5. The results revealed that the residual behavior remained unchanged despite the
addition of disturbances, indicating the effectiveness of the proposed method in decoupling
disturbances. Compared to [29,30] where the evaluation of the impact of disturbance has
been ignored by the authors, this practice is the most important when designing a robust
fault detection. These results are significant as they demonstrate the feasibility of using the
proposed method in practical applications, where systems are typically subject to various
disturbances and noise.
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After successfully testing the ability of the proposed method in disturbance decoupling,
we moved on to evaluate its ability in fault detection. To simulate a fault, we introduced a
signal with a frequency of 50 Hz and an amplitude of 30 into the electric current sensor
signal using a signal generator available in Simulink at a specific time, as depicted in
Figure 6.
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The experimental results showed that the measured and estimated electric current
signals were aligned and merged before the plant was affected by the fault, indicating that
the designed control strategy was effective in normal operation. However, once the fault
was introduced into the system, there was a significant divergence between the estimated
and measured electric current signals, leading to a noticeable gap between them, as shown
in Figure 6.

To detect the fault, we utilized the difference between the estimated and measured
current to generate a residual signal, as seen in Figure 6, and the residual signal is compared
to the selected detection threshold (noted Th) equal to 1.9 A. The selection of the detection
threshold is based on the observation of the residual signal behavior in normal operation.
The fault detection is made based on the algorithm given in Equation (20). It can be seen
in Figure 6 that the residual signal amplitude exceeds the detection threshold with a time
shorter than 1 ms after the fault is induced. This time is more than enough to prevent
the second fault and is the best when compared with the response time of 3 ms obtained
by [20]. It also proves the sensitivity of the generated residual on the fault, which is good
in the fault detection process. This sensitivity is crucial for effective fault detection.

5. Conclusions

A reliable unknown input observer technique for detecting faults in single-phase pulse
width modulation rectifiers has been developed successfully. This method utilizes the
difference between actual and estimated current to generate a residual for fault detection,
without requiring any additional hardware. With only the measured current, DC-link
voltage, and grid voltage available, this technique is cost-effective and easy to implement.
It is highly reliable, with fast diagnosis and a detection time of less than 2 ms, allowing for
the avoidance of secondary faults in other components, and improving overall reliability
and efficiency. Experimental testing on a hardware-in-the-loop platform has validated
the effectiveness and accuracy of this approach by demonstrating its potential for use in
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real-world fault detection applications. By decoupling disturbances, the proposed method
significantly reduces the likelihood of false alarms, enhancing the overall performance of
the system. Therefore, the effectiveness of this approach in isolating faults and decoupling
disturbances makes it a promising candidate for practical implementation.

Research Limitation:
The present study focuses on the current sensor fault while neglecting the study of

DC-link voltage sensor fault by using an unknown input observer to detect the faults and de-
couple disturbances. Although the proposed method addressed one aspect of sensor faults,
a comprehensive analysis incorporating both current and DC-link voltage sensor faults
would provide a more complete understanding of the system’s fault diagnosis capabilities.

Potential Improvement for Future Works:
In future research, it is recommended to extend the investigation to encompass both

current and DC-link voltage sensor faults. This expansion will enhance the proposed
method’s robustness and effectiveness in fault diagnosis. By incorporating fault detection
and isolation techniques for both sensors, the system will have a more comprehensive fault
diagnosis framework. Furthermore, to ensure system resilience in the presence of sensor
faults, future works should explore fault-tolerant control strategies. The integration of fault
diagnosis and fault tolerant control will enable the system to maintain stable operation and
mitigate the impact of sensor faults on overall performance. Conducting such studies will
contribute to the development of more advanced and reliable fault diagnosis techniques
for practical applications.
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