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Abstract: Recently, malware detection models based on deep learning have gradually replaced
manual analysis as the first line of defense for anti-malware systems. However, it has been shown
that these models are vulnerable to a specific class of inputs called adversarial examples. It is possible
to evade the detection model by adding some carefully crafted tiny perturbations to the malicious
samples without changing the sample functions. Most of the adversarial example generation methods
ignore the information contained in the detection results of benign samples from detection models.
Our method extracts sequence fragments called benign payload from benign samples based on
detection results and uses an RNN generative model to learn benign features embedded in these
sequences. Then, we use the end of the original malicious sample as input to generate an adversarial
perturbation that reduces the malicious probability of the sample and append it to the end of the
sample to generate an adversarial sample. According to different adversarial scenarios, we propose
two different generation strategies, which are the one-time generation method and the iterative
generation method. Under different query times and append scale constraints, the maximum evasion
success rate can reach 90.8%.

Keywords: adversarial examples; evasion attack; malware detection; artificial intelligence security

1. Introduction

Deep learning has shown great potential in several fields. In recent years, with the
continuous deepening of its research, deep learning models have been introduced in many
fields, and have achieved quite good results. However, it has been shown that deep
learning models can be attacked by a specific class of inputs called adversarial examples [1].
Adversarial examples first appeared in the field of image classification. It is generated
by adding some small perturbations to the original samples, which can deceive deep
learning models and make them misclassified. With the development of research, the
existence of adversarial examples has also been found in other fields. At present, the
research on adversarial attack and defense has become a domain task, jointly promoting
the development of deep learning models.

In the field of malware detection, traditional manual analysis methods require a lot of
time and professional domain knowledge, which is difficult to cope with the ever-growing
malware and a large number of variants. Additionally, deep learning—especially end-to-
end deep learning models have excellent performance in the face of these problems. The
most typical one is a convolutional neural network model called Malconv [2]. This model
is a malware detection model for PE files jointly proposed by the Laboratory of Physical
Sciences (LPS) and NVIDIA. It takes the first 2 M bytes of PE samples as input and has
become one of the better detection models recognized in the field.

It is more difficult to generate adversarial examples in the malware detection adversar-
ial field because it is necessary to ensure that the functions of the samples are not affected
when adding adversarial perturbations and that the adversarial examples whose original
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functions are affected are meaningless. Therefore, the most commonly used method of
adding perturbation is to append several bytes at the end of the sample, which can ensure
the structural integrity of the PE file and minimize the probability that the function of
the sample will be affected. Currently, many effective adversarial attack methods have
been proposed based on this strategy, but most of them ignore the information contained
in the feedback of the detection model to benign samples. Our method starts with the
confidence score of a benign sample and extracts sequence fragments called benign payload
from the benign sample. These sequence fragments will be used as training data for our
RNN generation model after processing, helping the RNN generation model learn how to
generate sequences that reduce the confidence score of the detection model. Finally, we use
the end-byte sequence of the original malicious sample as an input to the RNN generation
model to generate adversarial perturbations and append them to the end of the malicious
sample, thereby generating adversarial examples.

Our study shows that it is possible to successfully craft adversarial examples that
evade detection models with only some model feedback on benign examples. Furthermore,
our method is not designed to help intruders evade detection models but to potentially help
detection model researchers improve the robustness of models against adversarial attacks.
At present, some methods have been proposed to improve the defense performance of
detection models in the presence of adversarial examples, and all these methods require a
large number of adversarial examples. We compare our method with several other methods,
and the results show that our method has certain advantages in both evasion performance
and perturbation scale.

2. Background and Related Work
2.1. Malware Detection Method Based on Machine Learning

Malware detection is gradually shifting from traditional rule-based methods to machine-
learning-based and deep learning methods, which are heavily introduced to improve the
detection capabilities of models. In this paper, we mainly focus on PE files [3] for the Win-
dows platform. These methods can be divided into three categories, depending on how they
process the input. The first category is image-based methods, which treat bytes as pixels,
convert the entire software sample into a color or grayscale image, and apply image classifi-
cation methods for detection. Nataraj et al. [4] first adopted this idea to convert software
samples into grayscale images and used the K-nearest neighbor method to classify using the
texture features of the image. Since then, more excellent image classification models have
been introduced based on this idea, including VGGNet [5], ResNet [6], Inception-V3 [7], etc.
The second category is disassembly-based methods. Such methods usually disassemble
software samples first, then extract features such as control flow graph and function call
graph from the assembly code, and finally use related methods of graph classification to
detect and classify [8-11]. Some people also directly extract features from the disassembled
assembly opcode sequence for detection [12,13]. The third category is to use raw binary byte
sequences directly. Jain et al. [14] directly extract n-gram features from byte sequences and
use traditional machine learning methods for detection. Raff et al. [15] proposed a detection
model that only selects a few bytes of the header of the PE file as input, which can use less
domain knowledge to achieve better results. Raff et al. [2] also proposed the first end-to-end
shallow CNN model that allows almost the entire malware byte sequence (first 2 M bytes)
as input, called Malconv. It can achieve 94.0% accuracy and 98.1% AUC after training on
a dataset including 2 million PE files, so we choose this model as the target model for our
adversarial attack.

2.2. Adversarial Attack

Adversarial attacks (also known as evasion attacks) are a popular research topic
recently, and the goal of this task is to generate effective adversarial examples. For a certain
sample x that the model can detect correctly, add an imperceptible small perturbation n to
it to obtain the perturbed sample X, if X can successfully evade the detection model, then X
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is an effective adversarial sample. According to the different information mastered by the
attacker, the types of attacks can be simply divided into white-box attacks and black-box
attacks. In a white-box attack, the attacker can obtain information, such as the model
structure, parameters, training set, etc.; in a black-box attack, the attacker can only obtain
the classification results of some samples by the model. Early research mainly focused on
the field of image classification. Szegedy et al. [1] first proposed the concept of adversarial
examples in 2014 and proved the existence of adversarial examples. They construct an
adversarial perturbation based on the gradient information when the model classifies a
certain sample, so that the classification result moves in the wrong direction as much as
possible, thereby generating an adversarial sample. Subsequently, Goodfellow et al. [16]
proposed the famous FGSM algorithm, which maximizes the prediction error of the model
while ensuring that the input Iy norm remains unchanged after the perturbation, and
can find adversarial examples with low-performance overhead. In the field of black-box
attacks, the intuitive idea is to transform unknown black-box attack problems into known
white-box attacks. Papernot et al. [17] introduced this idea. They collect the prediction
output of the target model for some samples and use these input and output to train a
surrogate model, and then use the method of white-box attack on the surrogate model to
generate adversarial examples. Xu et al. [18] introduced the idea of a genetic algorithm, they
generate random perturbation samples and then make the samples evolve continuously
based on the confidence scores of the model on these samples, and finally generate effective
adversarial examples. Su et al. [19] adopted similar ideas to implement adversarial attacks
that only change a few or even a single pixel.

In the field of malware detection, many methods have also been proposed to generate
adversarial examples. Kreuk et al. [20] first migrated the FGSM method to the field of
adversarial malware. They mapped discrete bytes into a continuous space to solve the prob-
lem that the gradient of the objective function cannot be obtained and introduced domain
knowledge to ensure that the function of the adversarial sample remains unchanged. Kolos-
njaji et al. [21] and Demetrio et al. [22] also proposed gradient-based white-box methods,
where they added perturbations to the tail and head of PE files, respectively. Hu et al. [23]
proposed a GAN-based black-box attack method where they trained a GAN with a sur-
rogate model to indirectly generate adversarial examples that minimize the confidence
score predicted by the detection model. Rosenberg et al. [24] focused on attacking malware
classification models based on API calls. They still used alternative models plus white-box
attacks to implement black-box attacks and proved the transferability of these attacks on
different models. In order not to rely on the surrogate model and achieve a true black-box
attack, genetic algorithms are introduced to solve this problem [25,26]. They use genetic
algorithms to optimize random perturbations until the perturbed samples successfully
evade the detector. Demetrio et al. [27] made further optimizations based on this idea. The
perturbation they generated came from benign samples, and hyperparameters that control
the scale of perturbation and the number of queries were introduced into the loss function.
Another widely studied strategy is reinforcement learning [28-32]. This strategy is feasible
when generating a small number of samples, but it is difficult to solve the problem of
generating effective adversarial examples in large numbers. Park et al. [33] worked on
attacking image-based malware classification models. They convert malware samples
into images and employ FGSM or C&W methods to generate standard adversarial sample
images, and then use dynamic programming algorithm to generate adversarial examples
closest to standard samples. Ebrahimi et al. [34] proposed a black-box attack method based
on the RNN model. They train the RNN model to learn the semantic features of benign
samples, then generate adversarial perturbations with malicious samples as input and
append them to the end to imitate benign samples, thereby evading the detection model.
Chen et al. [35] proposed two methods for CNN-based detection models in white-box and
black-box cases, respectively. In the white box case, the saliency vector is generated by
the Grad-CAM method to divide the benign and malignant regions in the file, and the
benign features are appended to the end of the malicious sample. In the case of a black
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box, the method of optimizing random perturbation is first used to attack, the successful
attack trajectory is recorded, and the contribution of each data block to the success of the
attack is calculated, which is used as a guide for subsequent attacks. After collating these
studies, we find that most black-box attacks focus on the detection model’s feedback on
malicious samples, whether hard or soft labels, but ignore the confidence score feedback of
the detection model on benign samples. Our method is able to collect this information and
extract the features of benign samples contained in it, to train our RNN generation model,
which will play a crucial role in subsequent adversarial attacks.

2.3. Generative RNN Model

Recurrent Neural Networks are a class of neural networks specialized for processing
sequential data. Its basic structure is similar to that of a normal neural network, but at
each moment £, a single node accepts a hidden state /; affected by the previous moment
in addition to the input x; at the current moment and generates an output from it. These
characteristics of RNN mean that it can record the historical information of the input, so it
is especially suitable for data processing with sequential nature, including natural language
processing [36], speech recognition, video analysis, etc. Considering the similarity between
software data sequences and text sequences, the model can also be used in malware-
related domains. There have been studies that have demonstrated the feasibility of using
RNN models in the malware domain, whether for detection, classification, or adversarial
attack [34,37-40]. The target model of our adversarial attack, Malconv, takes byte sequences
as input, so we directly build the RNN model at the byte level. To control the scale of
the input and output, we introduce the idea of a seq2seq model [41] with encoding and
decoding layers between the input and output.

3. Proposed Method

The overall processing flow of our method is shown in Figure 1. Similar to other
malware adversarial attack methods, we first introduce our threat model, followed by the
benign payload we defined, and then the architecture design of the RNN model. Finally,
based on the trained RNN model, according to the number of times the detection model is
queried, we propose two different adversarial example generation methods, the one-time
generation method, and the iterative generation method.

3.1. Threat Model

Our method focuses on the information obtained from the confidence scores of benign
samples, and we focus on how to generate adversarial examples in batches with little
impact on the original samples. The following is our threat model:

o Adversary’s Goal: Generating batches of adversarial examples that can evade a deep
learning-based malware detection model (the Malconv model in this paper), making
the perturbation scale as small as possible under the premise of successful evasion.

e Adversary’s Knowledge: The adversary cannot know the structure and parameters
of the malware detection model, nor can it know the model’s data set, training hyper-
parameters, and other information, but it can obtain the confidence score feedback
of some models for samples. Furthermore, in the one-time generation method, the
adversary does not need to query the detection model, but in the iterative generation
method, the adversary needs to conduct several confidence score queries to optimize
adversarial perturbations.

o Adversary’s Capabilities: Appending adversarial perturbations to the end of malware
without changing sample functionality.
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Figure 1. The overall processing flow chart of our method. (a) Flow of RNN generation model
training; (b) flow of two adversarial example generation methods.

3.2. Benign Payload Extraction

Before introducing the definition of benign payload, we first illustrate our observations
and thoughts on the deep learning-based end-to-end malware detection model and its
adversarial examples. According to previous research on deep neural networks [1], the
mapping from input space to output is discontinuous due to the use of a large number of
nonlinear functions in neural networks. It is this discontinuity that leads to small pertur-
bations that can change the results predicted by the model. We conducted experiments
and observations on the Malconv model. The Malconv model can accept input of any
length up to 2 M bytes. Therefore, we consider taking the first n bytes of the sample as
input and observe the change trend of the confidence score of the Malconv model when n
increases from small to large with a certain step size. Note that since the confidence score
finally output by Malconv comes through the sigmoid layer, the sigmoid layer is sensitive
to values near 0 but not to values at both ends, so we observe the original confidence score
before the sigmoid layer. We found that there is indeed a sudden change in the confidence
score with a small change in the value of n, as shown in Figure 2. These mutations may
serve as an opening to attack the Malconv model. Our goal is to train an RNN model that
generates perturbation sequences that reduce the confidence score of the Malconv model,
and it is the sequence of bytes after the mutation point that makes the confidence score of
the Malconv model significantly lower. From the effect point of view, this sequence is the
key factor for the Malconv model to predict that the entire sample is benign, that is, the
benign payload. Its detailed definition is as follows:
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Sequence a (Any Length) Sequence b (Fixed Length)
A\

Let the target detection model be F, and we mainly focus on its original confidence
score, which is the output of the model before passing through the sigmoid layer. If the
output is less than 0, the model predicts it as a benign sample, and the smaller the output,
the higher the probability that the model thinks it is a benign sample, and vice versa. As
shown in Figure 3, select a split point ¢ in the entire benign sample to obtain sequence a of
arbitrary length and sequence b of fixed length. If the difference between F(a) and F(a + b)
is greater than a certain threshold ¢, the sequence b appended to sequence a is considered
to be a benign payload that reduces its confidence score. We also record the difference by
which the benign payload reduces the confidence score of the sample.
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Figure 2. Two typical examples of sudden changes (in blue circle) in sample confidence scores for
Malconv models.
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Figure 3. Extract training data from sequences of benign samples.

In order for the RNN model to learn how to generate perturbed sequences that degrade
the model’s confidence score, we take the benign payload and a fixed-length sequence
before the benign payload as a training data sample of the RNN model and take several
training data samples from several benign samples as the training set of the RNN model.

3.3. RNN Generation Model

The RNN model is especially suitable for dealing with sequence problems because the
sequence is continuous, and the processing of the input of a certain node must not only
use the information of the current node, but also combine the information of the previous
sequence. In RNN, the information of the previous sequence is saved by the hidden state.
Specifically, the hidden state /i; at each moment is given by the following formula:

he = F(Why_1 + Uxy) )
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where h;_1 is the hidden state at the previous moment, W is the parameter matrix related
to it, x; is the input at the current moment, U is the parameter matrix related to the input,
and f is the nonlinear activation function. That is, the hidden state is affected by the hidden
state of the previous moment and the current input, and the output ; at each moment is
given by the following formula:

9= f(Vh) @

where }; is the hidden state at the current moment, V is the parameter matrix associated
with it, and f is the nonlinear activation function. In the above formula, W, U, and V are
all parameters that the model needs to learn.

Similar to MalRNN [34], we also adopt the GRU model to learn the knowledge of
benign payload. GRU is an improved RNN model proposed by Chung et al. [42], which
can alleviate the problem of gradient disappearance when processing long sequences. Our
model accomplishes the task of generating perturbed byte sequences from malware byte
sequences, so we employ an encoder-decoder type of architecture. The encoder first embeds
the original byte sequence into a low-dimensional feature vector, then the GRU also predicts
the next possible output in the form of a feature vector, and finally, the decoder converts
it into the corresponding byte sequence output. During model learning, the optimizer
optimizes the following loss:

loss =Y _ L({1,yt) ®3)
f

where 1; is the predicted value of the model at position ¢, y; is the real value of the sample
sequence at position ¢, and L represents the function for calculating cross-entropy.

After the training is completed, the model accepts the input of a certain length of
byte sequence at the end of the malicious sample and gives an adversarial perturbation
sequence that may reduce the confidence score of the detection model. Our model adopts a
random sampling strategy according to the probability distribution when giving prediction
results, so the model may give different results for the same input.

During the experiment, we found that the perturbation sequence that can successfully
reduce the confidence score of the model usually needs to have a certain complexity, that
is, a large entropy value. Due to our random sampling strategy, the model occasionally
outputs sequences with low entropy, such as sequences with a large number of repetitions
of the same pattern or sequences with a large proportion of zero bytes. In order to further
improve the evasion rate, we will calculate the entropy value of the perturbed sequence
generated by the model, and the sequence with an entropy value lower than a certain
threshold will be discarded and regenerated.

3.4. Adversarial Example Generation Method

After the RNN generation model training is completed, the generation model can
be used to make adversarial examples. We have two different strategies for generating
adversarial examples, the one-time generation method and the iterative generation method.

3.4.1. One-Time Generation Method

One-time generation methods do not need to query the detection model for feedback
at generation time. Our generative RNN model employs an encoder-decoder architec-
ture with variable-length inputs and outputs. Therefore, this method directly takes the
byte sequence of a certain length at the end of the original malicious sample to be gen-
erated as an adversarial sample as the input of the RNN generation model, and directly
adds the generated perturbation sequence of a certain length to the end of the original
malicious sample.

This method is a straightforward use of a trained RNN generative model. It does
not need to query the detection model when generating it, nor does it have any other
complicated operations, which is especially suitable for occasions where there are not many
restrictions on the perturbation scale and a large number of adversarial examples need to
be produced.
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We test the method’s performance under different perturbation scales, respectively,
and the results are detailed in Section 4.

3.4.2. Tterative Generation Method

In more practical scenarios, the perturbation scale of adversarial examples is usually
limited. To reduce the perturbation scale, we propose the iterative generation method. The
iterative generation method adopts the strategy of generating small perturbations multiple
times. When generating adversarial examples, instead of generating large-scale adversarial
perturbations at one time, a small-scale (such as 1 KB) perturbation is generated each time,
and the guidance of the confidence score of the current perturbed sample is introduced
during the generation process. If a single perturbation makes the model’s confidence score
of the perturbed sample drop beyond a certain threshold, the perturbation is retained;
otherwise, the perturbation is discarded and regenerated. At the same time, due to the
small scale of a single perturbation, there may be several consecutive failed perturbations.
Our approach to this is to define an upper limit for the number of consecutive failures. If
the number of consecutive failures reaches the upper limit, the last failure will be retained,
and the generation will continue on this basis. The pseudocode of the iterative generation
method is shown in Algorithm 1.

Algorithm 1: Iterative Generation Method

x: original malicious sample

X: adversarial example

s: confidence score of the detection model for current sample
Q: maximum number of queries

P: maximum perturbation size

S: confidence score difference threshold for a single perturbation
F: maximum number of consecutive failures

countyp: current perturbation count

countgry: current query count

count fail* current consecutive failure count

linpus: input length for RNN model

loutput: output length for RNN model

Input: x, P, Q, S, F
Output: X

1 s <— Model.predict(x)

2 countyyy <= 0, countgry <= 0, count gy < 0

3 X<+ x

4 while count ypy, * loutput < P and countgry < Q do
5 ifs <0

6 return X

7 end if

8 ptb <~ RNN.generate (f[flmput ])

9 if (s — Model.predict(x.append(ptb))) > S or count g,y > F then
10 X < X.append(ptb)

11 s < Model.predict(X)

12 count g <=0

13 countyp <= countpy, +1

14 else

15 count gy <= count oy +1

16 end if

17 countgry — countyry + 1

18 end while

—
\O

return False
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Generally speaking, when generating adversarial examples, the number of queries and
the perturbation scale are mutually restrictive. On the premise of ensuring the successful
generation of adversarial examples, limiting the number of queries will increase the scale
of the perturbation, and limiting the scale of the perturbation requires more queries. Our
approach allows users to flexibly define upper bounds on the perturbation scale and the
number of queries and generate adversarial examples that successfully evade the detection
model as much as possible while meeting these upper bounds. We have evaluated the
performance of our method under a variety of different constraints, and the experimental
results are detailed in Section 4.

4. Experiments Evaluation
4.1. Dataset

Our dataset contains both malware samples and benign software samples. The mal-
ware samples are a total of 6171 malicious PE files collected from VirusShare [43] websites
in recent years. Benign samples are about 6000 benign PE files extracted from Windows
10 system files and commercial software from dozens of different software companies.
Considering that the maximum input length of the Malconv model is 2 MB, we eliminated
all files whose size exceeds 1.95 MB to avoid perturbed adversarial examples exceeding
the maximum input length of Malconv. These excluded files accounted for a very small
percentage of all files.

4.2. Detection Model Evaluation

We choose the Malconv model [2] as the target detection model we want to attack.
The Malconv model is currently one of the most successful end-to-end malware detection
models based on deep learning. Many adversarial attack methods use this model as the
target detection model to attack. We reproduced the model using the Pytorch [44] library
with a maximum input sequence length of 2,000,000, a 1D convolution filter size of 500,
and a stride of 500. The data set is divided into training set, validation set, and test set
according to 6:1:1. We conducted four experiments under different dataset partitions, with
an average accuracy of 93.1% and an average AUC of 97.7%, similar to the results described
in the paper.

4.3. Benign Payload Extraction and RNN Generation Model Training

Extracting the benign payload requires the help of the trained Malconv model. Our
Malconv model can directly output its raw confidence score for a sample (that is, the score
before passing through the sigmoid layer). A score less than 0 indicates benign, and greater
than 0 indicates malicious, and the greater the absolute value, the higher the probability.
We extract benign payloads on all benign samples with confidence scores less than —8.0.
The size of the benign payload is fixed at 1 KB, and the entropy value of the sequence is
first calculated before being sent to the detection model query. A sequence with too small
entropy value will be considered to carry too little information to affect the prediction of
the Malconv model and the query will be abandoned. If a benign payload is successfully
found, it and its previous 1 KB sequence will be saved as the training data for our RNN
generation model. We successfully extracted 2000 such sequences from the validation and
training sets of the Malconv model.

The RNN generation model is trained on these training data sets, and its input and
output sizes are fixed at 1 KB. After training, the RNN generation model will be used to
generate perturbation sequences.

4.4. Evasion Performance Evaluation

Similar to other adversarial attack methods, we also use the evasion rate as the main
indicator to evaluate the effect of our method. The evasion rate is the percentage of adver-
sarial examples that successfully evade the detection model for all adversarial examples.
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In order to ensure the invariance of the function of the adversarial examples, we will
put the original malicious samples and the generated adversarial examples in the sandbox
for behavioral analysis and comparison, and the samples that cannot run or whose behavior
changes will be marked as failed to generate.

We randomly selected 500 malicious samples from the malicious samples that did not
participate in Malconv training and were correctly classified by the Malconv model as the
original malicious samples to evaluate the performance of our method. The average size of
these samples is 282.3 KB.

4.4.1. One-Time Generation Method

The one-time generation method can generate the adversarial perturbation to be
appended at one time. This method only uses the RNN generation model trained by
the benign payload before and does not need to obtain any confidence scores during the
generation process. This method takes several bytes at the end of the malicious sample as
the input of the RNN generation model and appends the generated fixed-size perturbation
bytes to the end of the original malicious sample, in order to try to make an adversarial
example that evades the Malconv detection model.

We conduct experiments with perturbation sizes of 0.5 KB, 1 KB, 2 KB, 5 KB, 10 KB, and
20 KB, and record the evasion rate as well as the average confidence score of the generated
adversarial examples on the detection model (these confidence scores are not disclosed to
the generative model, they are only used for result analysis). The experimental results are
shown in Table 1 and Figure 4.

Table 1. Results of the one-time generation method at different perturbation sizes.

Perturbation Size/KB 0 0.5 1 2 5 10 20
Evasion Rate / 1.0% 3.8% 13.8% 35.4% 54.2% 66.8%
Mean Confidence Score 7.09 6.87 6.17 4.81 2.00 —0.29 —1.99
70
60 4 -6
50
= L4
s p
g 47 S
S —&— Evasion Rate 3
15 30 4 —&— Average Score | 2 g
%] ()]
g g
201
Y
10 1
0- -2

T T T T T
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Append Size(KB)

Figure 4. Evasion rate and average confidence score as a function of append size (KB) using the
one-time generation method.

It can be seen from the figure that the evasion rate increases with the increase of the
appended size, and the average confidence score decreases accordingly. The rising or
falling trends of the two are basically the same, and they are gradually slowing down. This
shows that as the appended size grows, the perturbation per KB is less effective. When
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the appended size reaches the maximum value of 20 KB set in our experiment, 66.8% of
the adversarial examples successfully evade the target detection model, which can pose a
certain threat to the target detection model as a black-box method.

4.4.2. Tterative Generation Method

The iterative generation method adopts the strategy of generating small perturbations
multiple times. In our experiments, we use the RNN generative model to generate an
adversarial perturbation with a fixed size of 1 KB each time and attach this perturbation
to malicious samples. Then, we query the confidence score of the Malconv model for
the current malicious sample and decide whether to keep this adversarial perturbation
according to the difference between the confidence scores before and after adding this
perturbation. Here, we set the threshold of the confidence score difference as 0.2, i.e., only
adversarial perturbations that successfully reduce the confidence score by more than 0.2
will be retained. In addition, we made some restrictions in the experiment. The upper limit
of the number of times to query the confidence score of the Malconv model is set to 50,
and the upper limit of the total size of the adversarial perturbation is set to 20 KB. Our
iterative generation method consumes the number of queries to optimize each adversarial
perturbation until an adversarial example that can evade the detection model is successfully
generated. If the number of queries or the size of the perturbation reaches the upper limit
before then, the generation fails.

Under these conditions, 454 adversarial examples were successfully generated, and
the evasion rate reached 90.8%. We counted the distribution of the number of queries
and perturbation sizes required to successfully generate adversarial examples, as shown
in Figure 5.
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Figure 5. The distribution of conditions required to successfully generate adversarial examples.
(a) The distribution of query times; (b) The distribution of perturbation sizes (KB); (c) The distribution
of perturbation sizes (relative ratio).
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It can be seen that the number of queries is mostly distributed within 1-20 times. The
append size is mostly concentrated in 1-10 KB, and the peak value is around 3 KB. To
reduce the influence of the size of the malicious sample itself on the perturbation scale,
we also counted the relative ratio (%) of the perturbation scale and the malicious sample
itself. It can be seen that the vast majority of perturbations only account for less than 10%
of the original malicious samples, and those with an append size percentage of less than
5% account for more than 60% of all samples.

According to our statistics, among all the samples that successfully generate adversar-
ial examples, the average number of queries is 13.87, the average size of the perturbation
is 5541 bytes, and the average ratio of the perturbation size to the original sample size
is 6.16%.

Since the evasion rate is affected by two factors, the number of queries and the

appended size, we also counted and studied how the evasion rate is affected by these two
factors, as shown in Figures 6 and 7.

(%) @10y uoisend

(@) (b)

Figure 6. (a) Evasion rates under different append sizes (KB) and query times; (b) Evasion rates
under different append percent (%) and query times.

From the comprehensive analysis and comparison of Figures 6 and 7, it can be seen
that both the number of queries and the appended size have a significant marginal effect
on the evasion rate. That is to say, with the improvement of these two abilities, the effect
on the increase of evasion rate is getting weaker and weaker. Roughly speaking, when
the number of queries reaches 30, increasing the number of queries has little effect on
improving the evasion rate. Similarly, for the appended size, the improvement of the
evasion rate is significantly weakened by adding the appended size after reaching 10 KB
or 10% of the original sample size. In addition, the number of queries and the appended
size will also interact with each other on the evasion rate results. Due to the settings of our
method, each iteration of the query will generate at most 1 KB of adversarial perturbation.
When the upper limit of the number of queries is much smaller than the upper limit of
the perturbation size (KB), the generated adversarial perturbation will not reach the upper
limit of the perturbation size, that is, the full ability of appending perturbation will not be
exerted, and vice versa. Therefore, according to the experimental data and our experience,
when the number of queries is about 3—4 times of the appended size (KB), better results can
be obtained under the current conditions. Moreover, when the two increase simultaneously,

the effect of increasing the evasion rate is more obvious, and the effect of improving a
certain ability alone is limited.
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Figure 7. (a) Changes of evasion rate with query times under different append sizes (KB); (b) Changes
of evasion rate with query times under different append percent (%); (¢) Changes of evasion rate with
append size (KB) under different query times; (d) Changes of evasion rate with append percent (%)
under different query times.

In conclusion, our iterative generation method can achieve a 90.8% evasion rate under
the maximum capacity condition we set (20 KB perturbation, 50 queries). Even if the ability
is reduced by about half (10 KB perturbation, 20 queries), the evasion rate of 70.6% can still
be achieved. Although each query needs to obtain the confidence score result given by the
detection model, compared with the one-time generation method, the iterative method can
more accurately find out the adversarial perturbation and can obtain a better evasion rate
result at the lowest possible cost.

4.4.3. Comparison with Other Methods

We also compared it with other attack methods that employ the append strategies. We
choose two white-box methods and two black-box methods to compare with our method.

e Benign Features Append (BFA): It is a white box method proposed by Chen et al. [35],
which introduces the Grad-CAM method proposed by Selvaraju et al. [45] to generate
a saliency vector for the sample. A saliency vector, which contains features of a series
of data blocks in an input binary file, can roughly show the benign and malicious
regions of the file. Based on the saliency vector, they continuously select data blocks
with benign features as perturbations to append to the end of the sample until the
detection model is successfully evaded.
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o Enhanced BFA: It is an improved version of the BFA method. This method [35] uses
the important benign feature data blocks obtained from the BFA method as the initial
perturbation of the FGSM method, which can more efficiently and quickly attract the
attention of the model to obtain the backpropagation gradient. Compared with BFA
method, it can significantly improve the success rate of evasion.

e Random Append: It is a relatively simple black-box adversarial method, which ap-
pends randomly generated perturbation bytes at the end of the sample to try to evade
the detection model.

e  Experience Based Method: It is a black box method proposed by Chen et al. [35].
This method first divides the benign sample into several data blocks and randomly
appends the data blocks to the end of the malicious sample until the detection model
is successfully evaded. Then, these attacks are repeated, and the contribution of
each data block is calculated based on the trajectory of the successful attack. This
contribution information replaces the saliency vector in the BFA method, and the
subsequent attack process is the same as the BFA method.

Figure 8 shows the comparison results of evasion rates of several methods under
different perturbation scales. First, our method achieves an evasion rate much higher than
that of the random append method at any append size, indicating that the adversarial
perturbation bytes generated by our method are targeted and the effect is relatively ideal.
Furthermore, for the one-time generation method, it tends to vary with the perturbation
size roughly the same as the experience-based method, but the evasion rate is slightly
lower than that of the experience-based method. For the iterative generation method,
when the perturbation size is less than 5 KB, its evasion rate is not as good as that of the
experience-based method, but its evasion rate increases rapidly with the increase of the
perturbation size. After it is greater than 5 KB, it has surpassed all other black-box methods,
and gradually approaches the best white-box method in the figure, the enhanced BFA.
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Figure 8. The evasion rate of each method under different append sizes.

In short, the one-time generation method is a basic method to directly use the RNN
generation model to generate adversarial perturbation. The method is relatively simple and
direct, and the information required is relatively small. Its evasion rate increases relatively
steadily with the change in the perturbation scale. For the iterative generation method,
since the perturbation size of our iteration is set to 1 KB, it is difficult to take advantage
of iteration when the perturbation size is small (less than 5 KB), and the evasion rate at
this time is not high. However, as the perturbation size grows, the evasion rate increases
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rapidly, surpassing the experience-based black-box method and gradually approaching the
enhanced BFA white-box method.

5. Conclusions and Future Work

In this paper, we investigate the problem of insufficient robustness of current end-to-
end malware detection models based on deep learning, especially the Malconv model. In
recent years, these models, which do not require feature engineering and expert knowledge,
are increasingly being used in automated anti-malware systems. Our research shows that
under the condition of only obtaining the scores of some benign sample from the detection
model, adversaries can train RNN generation models based on this information to generate
adversarial perturbations, thereby making adversarial examples on a large scale. This is
our one-time generation method, which achieves the highest evasion rate of 66.8%. If the
score of the model on the intermediate samples can be obtained during the generation, the
scale of additional perturbations can be further reduced and the success rate of evasion can
be improved, that is, the iterative generation method, which achieves a maximum evasion
rate of 90.8%. These results prove the vulnerability of the current deep learning-based
malware detection model. Anti-malware systems usually do not pay enough attention
to the detection and scoring information of benign samples, which may give adversaries
an opportunity.

In the future, in terms of attack direction, due to the generality of our method, we will
consider extending it to other models of the same type. While for other types of models,
such as non-end-to-end, based on opcodes or other features, we still consider treating them
as sequences and further transfer our method. In the direction of defense, we will consider
the most basic adversarial training to improve the robustness of the model. Furthermore,
in the introduction to the benign payload, we plot the model confidence score versus the
first n bytes of the sample (Figure 2). Our research may imply that models with a smoother
and less abrupt curve are more robust and harder to attack. In the future, we may start
from this point to study how to improve the defense ability of detection models against
adversarial attacks.
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