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Abstract

:

Biomarkers are measurements of biological variables that can determine a state of health. They consist of measuring a single variable or a combination of variables related to the state of health that these variables represent. Biomarkers can provide an early warning of a health problem in relation to an individual patient or group of patients, and thus trigger actions and lead to interventions. Nutritional biomarkers measure the biological consequences of one’s diet. In our recent work, we have used machine learning to predict weight, metabolic syndrome and blood pressure, using blood-exam-based biomarkers. In the current work, we use extreme value theory to examine the significance of outliers in health data, with a focus on diet and the standard biochemistry profile. Specifically, we show that, using extreme value analysis and by applying a systemisation of the process, health trends can be predicted, and thus, health interventions can be (at least partially) automated. For that purpose, public access datasets have been used, which were retrieved from the National Health and Nutrition Examination Survey. The NHANES is a program of studies designed to assess the health and nutritional status of the population in the United States. In total, about 70,000 datapoints were analysed, covering about a decade’s worth of observations.
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1. Introduction


Predictive medicine is based on the forecasting of a disease via biomarker analysis and the instigation of preventive measures to decrease the impact of that disease or avoid it altogether. It is often utilised in cancer treatment and diagnosis. Biomarker can offer precise evaluation pathways and more effective treatment strategies by focusing them on individuals or groups of individuals with similar biological characteristics. A familiar and recognisable biometric and biomarker is the resting heart rate. Resting heart rate is the indicator of heart functionality and is considered a measurement of overall physical fitness. An immediate outcome of high heart rate is that of coronary heart disease. Another known biomarker related to heart attacks, congenital heart defects, coronary artery disease and pancreatitis is the level of triglycerides, which is retrieved via blood examinations. T-cells, which are white blood cells that protect against pathogens and tumours, are related to cancer, death, atherosclerosis and Alzheimer’s disease.



1.1. Nutritional Variables and Data Collection Strategies


Diet and nutrition are closely related to health. Assessing though the impact and the relation is a vigorous task from an analytical and a data-collection standpoint. Nutritional assessment involves collecting information about food and liquids consumed over a specific time period, which is encoded and processed in order to calculate intake of energy, nutrients and other dietary components using food composition tables. The available nutritional assessment methods have different strengths and weaknesses, and the purpose of the data collection is essential for the more adequate method to be chosen [1].



The food frequency questionnaire (FFQ), using single or recurring 24 h recall, is a frequently used methodology for dietary assessment. Food records and/or food diaries are also utilised. The portion size is estimated using standardisation or population-average portion sizes, images and food models, among other methods. Diet history, diet checklist, direct observation, and dietary screening are methodologies also used for data collection purposes [1]. For the recurring 24 h recall method, the dietary intake is recorded by a trained interviewer or via automated self-administered systems. The detailed information on food and beverages consumed, including quantity, brand and preparation method, is logged. The preparation method may include ingredients, recipe and the addition of fats. The process includes structured questionnaires and memory-aiding images that are non-leading about the foods and beverages consumed over the previous 24 h period. Adoption of food-based dietary guidelines (F.B.D.G), should be considered a preventive approach to malnutrition and health optimisation through a balanced diet, while at the same time ensuring a positive environmental imprint [2]. F.B.D.G intends to influence consumer behaviour, through education about nutrients, foods and beverages [3]. As will be more thoroughly explained in Section 4, we have used publicly available data collected by the National Health and Nutrition Examination Survey. The NHANES is a set of studies designed to assess the health and nutritional status of the population in the United States. For the dietary data, the FFQ was used with 24 h recall.




1.2. Scope of the Study


Nutritional biomarkers can belong to one or more of three categories. They can be used as validators of dietary interventions or as substitute indicators of dietary habits or as measures for a nutrient. In cases where generic biomarkers are not sufficient to derive conclusions for some food ingredients, dietary intake methods and nutritional biomarkers can carry more information [4]. In this paper, we identify trends in nutrient intake and in the distribution of the extreme values. Seventy-thousand datapoints have been analysed, covering more than a decade (2000–2014) of observations. Specifically, we applied methodologies based on extreme value theory and correlation techniques to analyse dietary variables for different weight classes. Our goal is to automate the identification of patterns in nutrient intake as related to weight, and thus provide personalised interventions in nutrition management via intelligent information systems. In turn, this will educate and influence consumer behaviour. To better outline the characteristics of the examined hypothesis, we used our machine learning framework for the what, why and how [5].



More precisely, this paper is organised as follows: In Section 2, the basics of nutritional biomarkers and nutritional epidemiology are summarised, and an overview of application highlights of extreme value theory in the medical field is included. Section 3 outlines key issues and challenges related to our research, and the methodology used is analysed in Section 4. In Section 5, the implementation of the methodology is explained, and we report its results for select cases to better outline its usability aspects. In this section, the results of the described process are also discussed. Finally, in Section 6, conclusions are drawn and future research endeavours are considered.





2. Literature Review and Related Work


2.1. Nutritional Biomarkers and Bioinformatics


According to the Global Burden of Disease study, a sub-optimal diet is considered as the main risk factor for morbidity and mortality, surpassing smoking [6]. Disability-adjusted life years (DALYs) is a time-based metric that assumes years of life lost caused by premature mortality (Y.L.L) and years of life lost due to time lived in a sub-optimal health condition. Another similar metric is the years lost due to disability (Y.L.D.) and is determined by the number of years living disabled weighted by the level of disability. Both are used to assess the overall burden of a disease [7]. According to Herforth et al. [6], in 2019, about 8 million deaths and 180 million DALYs were attributable to dietary risk factors.




2.2. Epidemiology and Nutrition


Traditional epidemiology has contributed significantly to identifying many key lifestyle and environmental risk factors for chronic disease. “Systems epidemiology” is the research discipline that combines standard epidemiological methodologies and modern technologies to amplify the understanding of biological and metabolic pathways. Similarly, nutrition research offers another ideal domain, where traditional approaches and technological advances can optimise knowledge creation and knowledge sharing. Diet is a very important parameter of good health, and the data collection methods for dietary records have been instrumental to building awareness [8].



There is little evidence to suggest that metabolic effects interfere with weight loss [9]. On the contrary, compliance with dietary prescription is considered the main issue that affects weight loss. Indeed, recent studies that examined different diet plans with varying macro-nutrient content concluded that adherence to the prescribed diet is the strongest predictor of success [9]. Preventative dietary strategies could benefit eating behaviour and thus affect weight at the population level, when they are adopted as part of public health guidelines [10].




2.3. Research Continuity


In our previous related study, leading to the current one, we achieved high precision in predicting important health states. Namely, using blood-exam-based features, and more specifically, the standard biochemistry profile, we can predict weight class with 85% accuracy [11,12,13,14]. Moreover, using the same features, we can predict metabolic syndrome with 86% accuracy and high systolic blood pressure with 74% accuracy, as can be seen in Figure 1. The corresponding methodologies have been adapted in a system that can receive blood exams as input, assess the health state, offer recommendations and automate strategic health interventions [15,16,17]. Regulators, as stakeholders, have been examined in [5], where regulation and validation of methodologies were recognised as important factors in the development of health applications.




2.4. Theory and Application Highlights of Extreme Value Analysis


In this section, the key characteristics of extreme value theory are highlighted. Extreme value analysis (EVA) can be approached from two different angles. The first one refers to the block maxima (minima) series. According to block maxima (minima), the annual maximum (minimum) of time series data is extracted, generating an annual maxima or minima series, simply referred as AMS. The analysis of the AMS datasets are most frequently based on the results of the Fisher–Tippett–Gnedenko theorem, which leads to the fitting of the generalised extreme value distribution. A wide range of distributions can also be applied. The limiting of distributions for the maximum (minimum) of a collection of random variables from the same distribution is the basis of the examined theorem [18].



The peak-over-threshold (POT) methodology is the second approach used in EVA In POT, a sorted series is analysed, first identifying the peak values that exceed a given threshold in a given set of records. The analysis usually involves the fitting of two distributions. One concerns the number of events covering the time period or space analysed, and the other concerns the selected size of extracted peaks. As per the Pickands–Balkema–De Haan theorem, the POT extreme values asymptotically follow the generalised Pareto distribution family, and a Poisson distribution is used for the total number of events [19]. The return level (R.V.) of the extreme values can be approximated from the fitted distribution. The value expected or return value is equal to or exceeds the threshold on average once every interval T of time or space with a probability of   1 / T  . P.D.F. refers to the probability density function of the continuous random variable, which, at any given point in the examined space, can provide the relative likelihood that the random variable is located near the sample space [18].



In medical data analysis, extreme value theory (EVT) is frequently utilised. In [20], Maud et al. predicted the weekly rates of deaths from pneumonia and influenza over a given time series. The daily number of emergency department visits was examined to determine the probability of extreme occurrences. In [21], Chiu et al. investigated mortality and morbidity using EVT. In [22], Flegal et al. examined age-specific extreme values of body mass index, using growth charts of the 2000 Centers for Disease Control and Prevention. Estimators based on asymptotic extreme value theory have been proposed, and their performances were theoretically evaluated and verified via Monte Carlo simulation as faster alternatives for estimation of the parameters of alpha-stable impulsive interference in [23].



In [24], Arsenault et al. used extreme value theory for the estimation of risk in finite-time systems, especially for cases when data collection is either expensive and/or impossible. For the monitoring of rare and damaging consequences of high blood glucose, EVA has been deployed using the block maxima approach [25]. More examples of application of EVT can be found in the recent literature, and here we only report those considered more relevant to our research.



The shape of the probability distribution is calculated via the L-moments. The L-moments represent linear combinations of order statistics (L-statistics) similar to conventional moments. They are used to calculate quantities analogous to standard deviation, skewness and kurtosis, and can thus be termed L-scale, L-skewness and L-kurtosis. Therefore, they summarise the shape of the probability distribution:



   L 4  =   n ∗ Σ  n i    (  Y i  −  Y ˜  )  4     ( Σ  n i    (  Y i  −  Y ˜  )  2    ) 2     .



  L 4   = L-kurtosis.



  Y i  : ith Variable of the distribution.



  Y ˜  : Mean of the distribution.



n: Number of Variables in the distribution.



    μ ˜  3  =    Σ i N    (  X i  −  X ˜  )  3     ( N − 1 )  ∗  σ 3     .



   μ ˜  3   = L-skewness.



N = number of variables in the distribution.



  X i   = random variables.



  X ˜   = mean of the distribution.



 σ  = standard deviation. namely.





3. Key Issues and Challenges


3.1. Patient’s Journey


The patient’s journey refers to the nonlinear process that integrates different parts of the healthcare ecosystem. Various stakeholders interact with each other, both directly and indirectly. In the micro-space, the relationships among the patients, the physician and the healthcare staff, which may include nursing and administrating personnel, are considered direct. Other indirect relationships may include the government, insurance agencies, academic regulating bodies, big pharmaceutical companies and others that fall outside the scope of this study. A systemic approach that involves automating a process in the healthcare ecosystem is considered an intervention in the patient’s journey [5].



Symptom identification is regarded as a starting point for the patient’s journey, followed by a visit to the doctor. As can be seen in Figure 2, for diagnosis of a health problem, the patient will visit a laboratory for generic and special examinations, and a treatment if deemed necessary by a specialist. A treatment follow-up may be required, which includes a general assessment of the patient’s health by the doctor, in order to determine if further treatment is required and what treatment could potentially improve the patient’s health state. Lifestyle changes can be suggested by the doctor, or more specialised treatment and continuous monitoring may be required [5,15]. The various steps are characterised by different emotions. Better alignment between patients and the other stakeholders of the ecosystem increases the likelihood that the patients will engage more, follow instructions and become more aware and proactive towards their health [16].



The use of big data and artificial intelligence technologies can support decision making, especially when incorporated as parts of intelligent knowledge systems [5]. New foundations in diagnostics and pathology analytics can be laid through more advanced machine learning pipelines [26]. On the other hand, extreme values and outliers in the medical domain provide considerable opportunities, where new pathways can be located and interventions can be engineered.




3.2. The Golden Circle of Innovation Adapted for Machine Learning


The golden circle of innovation as a process consists of three features, namely, the what, why and how [27]. To outline the problem at hand and define an adequate solution to it, we employ the golden circle of innovation as adapted for machine learning [5].



3.2.1. The What


Having obtained a first assessment of weight and metabolic status by analysing blood exams [11,12,13,14,28], it has become apparent that each weight class shows different characteristics. Since the outliers of each weight cluster form the gateway from one weight class to the next, the outliers of those characteristics can be analysed for additional patterns to be identified. The differences in those characteristics and the related distributions can also be examined and interpreted.




3.2.2. The Why


If patterns can be recognised in the distribution of the dietary variables, then recommendations and dietary strategies can be automated.




3.2.3. The How


Extreme values (otherwise known as “outliers”) are data points that are sparsely distributed in the tails of a univariate or a multivariate distribution. The understanding and management of extreme values is a key part of data management. Through their exploitation, dietary intake can be fine-tuned based on personalised and specific parameters.



In the following sections, we outline our methodology to tackle the issues defined here using EVA The implementation of the methodology will illustrate the capacity of the proposed system and the utility of the system outcome.






4. Methodology


4.1. Technical Overview


The independent variable examined using the EVA methodology is the BMI, and the corresponding dependent variable is the dietary intake. The analysis was performed for the different weight classes defined by the BMI ranges shown in Table 1.



The POT method was utilised, with which the BMI observations were sorted in ascending order. Three scenarios wereexamined per weight class. For the first scenario, the examined dietary variable exceeded the threshold that has been set. For the second scenario, the dietary variable fell below the threshold but lay above zero, and zero indicates that no consumption of the specific variable exists. Finally, for the third scenario, the dietary intake was equal to 0.



Dietary EVA Algorithm


In Figure 3, the designed algorithm is exhibited. As a first step, the BMI class to be analysed was chosen, and the dietary variable to be examined is set. A descriptive statistical analysis allows a first peek in the data examined as per the dietary variable and the weight class. The threshold was set for the peaks over it to be determined. The extreme values were plotted, and the corresponding L-moments were calculated. The results were then inspected, and the threshold was evaluated. If the results are not accepted, the process is repeated and the threshold is reset. Finally, the return values (R.V.) are extracted and plotted, and predictions based on trend can be proposed. For the implementation of the proposed EVA methodology, corresponding available Python libraries [29] were used, with the necessary modifications and adjustments.





4.2. EVA-Based Decision-Making Algorithm


In order to produce actionable insights, decision-making algorithms assimilate task-related information from the environment. In the healthcare domain, a decision-making algorithm can use a patient’s vital markers and return a diagnosis. In [30], a decision-making algorithm is implemented for the suggestion of alternative foods, using a hybrid clustering food recommendation method based on chronic disease clustering. According to Kochenderfer et al. [31], agents are entities that can act based on observations from the environment. When implemented completely through software, those agents are non-physical and interact with the environment based on actions suggested by decision-making algorithms.



In Figure 4, a decision-making algorithm is proposed which uses EVA. Firstly, the dietary EVA algorithm is applied as previously described and output plots, and return values are produced. Following that, three different clusters are extracted based on three different scenarios, as can be seen in Figure 4, which are related to the threshold that defines the peaks in the examined data. Scenario (e) refers to the observations that are above the threshold, and scenario (o) refers to those below the threshold and greater than zero. Finally, scenario (z) refers to the cluster where the consumption of the examined dietary variable is equal to zero. Then, for the different scenarios examined, the correlations among the blood variables were analysed to identify how the body may react in each dietary context. The correlations were then filtered, setting a (−,+) threshold. For example, the threshold may be set according to whether correlation is below (−) or above (+) 55 percent. The filtered outputs for the different scenarios were then compared, and if the observed correlations for scenario (e’) increase compared to scenario (o’), more analysis is extracted related to unique demographic characteristics, weight differences and dietary consumption totals per scenario. If Total (e’) is greater than Total (o’), the Pearson correlation coefficient (PCC) between the dietary variable and blood exams is extracted for both scenarios. The difference is calculated to determine if the mean relation is negative or positive. The more prominent blood exams related to the mean are filtered.



If the observed correlations are equal, or if (e’) is less than (o’), then only the dietary consumption per scenario is examined. To summarise the process, decision-making algorithms can offer predictions based on weight trend and pinpoint a possible consumption level of the dietary variable, based on the EVA algorithm. Moreover, the progressive impact on the health state of an individual is outlined as determined by the blood exams. By outlining the demographic characteristics per scenario, an added layer of explainability is constructed. The patient/user can recognise and compare how a change in dietary behaviour can benefit his/her life. For example, if the normal consumption of a dietary intake leads to a better health state as indicated by better balanced blood metrics, then the goal of a dietary intervention is better-defined and explained.




4.3. Business Issue and Systemisation


A system is a series of explicit processes and operations that can be repeated. Systemisation is the process of creating a unique system by combining different operational activities and actions. Via systemisation, each process is outlined, examined and optimised.



In Figure 5, the EVA decision-making process is systematised. Moreover, we utilised the what, why and how of our adapted-for-machine-learning golden circle approach, which we analysed in Section 3.2. As per the “what”, the intelligent system returns a trend analysis and cluster characteristics based on EVA. The process is automated, and the system returns actionable insights. As per the “why”, the systemisation of health-related enquiries facilitates interventions to the patient’s journey. EVA can add precision to the decision making. As per the “how”, user input is received and analysed in the form of dietary intake. Via comparative analysis, a series of returns retrieved from EVA offer useful insights for a better dietary strategy and an overview of the relation of diet with a generic health state. Explainability of the process is a system option, where the user can view how the system works and the related procedure on which the decision–making algorithm is based. As a first step, the patient/user will input his/her dietary intake. The user can use the weight class predictor [5] to estimate his/her weight class, which will have to be validated or correctly manually inserted, to move on to the succeeding analytical procedure based on EVA. From there, the system return is shown to the user in the form of a report, where actionable insights can drive user engagement.





5. Implementation


5.1. Overview


The examined diet-related data reflect nutrients obtained from foods, beverages and tap or bottled water. Nutrients obtained from other sources, such as supplements or medications, are not included. The data collection was conducted in the U.S.A. via two 24 h dietary recall interviews (see Section 1.1). All parameters and criteria were determined by the National Health and Nutrition Examination Survey, which operates under the Centers for Disease Control and Prevention (CDC) [32]. A complete list of analysed dietary intake can be seen in Table 2. A complete list of the examined blood variables, alongside their aliases used in this paper and their respective measurement units, can be found in Table A1 in Appendix A. In this section, we present a precise descriptive analysis of the data used. The results of the implemented EVA pipeline are analysed in Figure 3, and the outputs of the EVA-based decision-making algorithm were extracted. The following dietary variables are analysed in this paper as an example of the proposed methodology:




	
Vitamin C for the overweight category.



	
Alcohol for the obese category.









5.2. Descriptive Analytics


In Figure 6, selected metrics are shown of the analysed data. In this section, the generic and descriptive data analysis is detailed. The results of the EVA algorithm are reported and discussed. Finally, a proposed user report is examined, as produced by the systemisation algorithm (Figure 5). The dataset is separated based on weight class, which is defined by the ranges of the BMI (Table 1). The ”obese”, “overweight”, “normal” and “underweight” categories are composed of about 23,000, 21,000, 20,000 and 2100 data-points. Moreover, our dataset consists of equally distributed females and males. The data were also analysed by age, educational level, whether the interviewee is pregnant and/or married and so on. Those data were used either for training the EVA algorithm or for categorising the patients, with regard to his/her relation to the different clusters that are defined by the data.



In the following section, the data are analysed using the algorithms described in Section 4. Some variables are examined more closely, in order to illustrate in more detail how a system works and how EVA is used as a decision making tool.




5.3. Results


The results of the analysis consist of three parts: (i) the outputs of the EVA methodology, where the peaks over threshold are defined and plotted; (ii) the return value plot and probability density plot, derived by extreme value theory, and the related L-moments that define the distribution of the extremes; and (iii) the correlations among the blood variables for the different scenarios defined by the threshold examined. Finally, a comparison is given between each scenario as per the BMI and the general consumption and the related demographic characteristics.



In the next section, some examples are shown of how the data are analysed and can be utilised by an external user according to the systemisation algorithm in Figure 5.




5.4. System Analysis and Pipeline Outputs


5.4.1. Vitamin C–Overweight Status


In Figure 7, the consumption of vitamin C is analysed for the overweight category using the proposed algorithm. The formula used for defining the threshold (t) and thus getting the peaks from the dataset is the percentage (p) of the maximum of the examined sample (  t = max ( Σ  X n  ) ∗ p  ). When applying the algorithm in Figure 3 to the overweight category, percentage p was set to 0.34 and the threshold t was equal to 668 mg. The examined data were sorted in ascending order based on the value of the BMI of each observation. For   T = 1.6  , where T is BMI, the extreme consumption (return value) of the examined nutrient can increase to 1017 mg (with a confidence interval between 1010 and 1047), once every T with a probability of   1 / T   and vice versa. When comparing the correlation between blood variables (Figure 8 for each scenario, following the decision-making algorithm (Figure 4), an increase in correlation in the extreme scenario (e’) as compared to the normal scenario (i.e., in normal consumption of dietary variable for the examined weight class) can be seen.



In Figure 9, the related demographics and the key findings are shown, which can be employed as decision-making benchmarks. More precisely, these are the related demographics per scenario, the most prominent correlations between the blood variables and the dietary variable and the average dietary consumption per scenario. The statistics and demographics of the normal consumption for the normal weight category are also presented and can be used as a benchmark that an intelligent system can utilise to offer recommendations and suggestions related to better weight and health management. Based on the decision-making algorithm based on EVA, where PCC for scenario (e’) is compared with PCC for scenario (o’), the more prominent blood exam correlations are the following: aspartate aminotransferase, globulin, glucose, gamma glutamyl transferase, iron, phosphorus and triglycerides. The more immediate relation is with the following organs where a multiplier is added, depending on how many blood variables are related to it: heart (2×), liver (6×), kidneys (3×), pancreas, teeth, bones, parathyroid and intestines. In Figure 10, a semantic map is shown of the relationship between the blood variables and affected organs.



As per Figure 9, the impact of extreme consumption to BMI is too small. More precisely, when in the normal range of consumption, the BMI is greater than when in the extreme range and equal to 0.074. There is a generally positive relation between blood exams and the examined dietary variable: when the dietary intake increases, the value of the blood variables mostly increase and that increase is greater when consumption is extreme. The extreme average consumption is greater than the normal average consumption by 795 mg. The related demographics per scenario show that the average age for scenario (e’) is 37 years, and the average education level was lower than that of scenario (o’) but greater than that of scenario (z’). The average age of scenario (o’) was 46.6, and it had the highest percentage of being married or in a relationship. For the normal weight category where consumption of the examined dietary intake is also normal, the average age is 35. Average consumption of the dietary variable was equal to 86 mg.




5.4.2. Alcohol–Obese Status


In Figure 11, the consumption of alcohol is analysed for the obese category, using the proposed algorithm. The formula used for defining the threshold (t), and thus, getting the peaks from the dataset, is the percentage (p) of the maximum of the examined sample (  t = max ( Σ  X n  ) ∗ p  ). Following the algorithm shown in Figure 3, for the obese category, p is set to 0.36. The data examined are sorted in ascending order based on the value of the BMI of each observation. For   T = 15.8  , where T is BMI, the extreme consumption (return value) of the examined nutrient can reach 366.21 gm (with a confidence interval being between 365 and 393), once every T with a probability of   1 / T   and vice versa. When comparing the correlations among blood variables (Figure 12) for each scenario, following the decision-making algorithm (Figure 4), an increase can be seen as a correlation in the extreme scenario (e’) as compared to the normal scenario (normal consumption of dietary variable for examined weight class).



In Figure 13, the related demographics and the key findings are shown, which can be employed as decision-making benchmarks. More precisely, these are the related demographics per scenario, the most prominent correlated blood variables, the dietary variable and the average dietary consumption per scenario. The statistics and demographics of the normal consumption for the normal weight category are also presented and are used as benchmarks that an intelligent system can utilise to offer recommendations and suggestions related to better weight and health management.



According to the decision-making algorithm based on EVA, where PCC for scenario (e’) is compared with PCC for scenario (o’), the more prominent blood exam correlations are the following: bicarbonate, chloride, creatinine, gamma glutamyl transferase, iron, bilirubin and uric acid. The more immediate relation is with the following organs where a multiplier is added depending on how many blood variables are related to it: muscles (2×), lungs, kidneys (5×), heart (2×), liver (3×), red blood cells, pancreas, intestines and vascular endothelium.



As per Figure 13, the impact of extreme consumption on BMI is negative, meaning that when consumption is normal, the BMI is greater. More precisely, when in the normal range of consumption, the BMI is 0.59 greater than when in the extreme range, and when consumption is zero, the BMI is 1.7 greater than when extreme. There is a generally positive relation between blood exams and the examined dietary variable. When the dietary intake increases, the values of the blood variables mostly increase, and that increase is greater when consumption is extreme. The extreme average consumption is greater than the normal average consumption by 240.62 gm.



The related demographics per scenario show that the average age for scenario (e’) is 37 years, and it has a significantly lower average education level than scenario (o’) and scenario (z’). The average age of scenario (o’) is 39, and it has a lower percentage of being married or in a relationship. For the normal weight category where consumption of the examined dietary intake is also normal, the average age is 45 and the average consumption of the dietary variable is 38 gm—less than that of the examined weight category.





5.5. Proposed Report and Recommendation Prototype


In this section, the system report is outlined:




	
There is extreme consumption of the dietary variable (x), as per the EVA pipeline.



When the dietary intake of (x) is greater than that of (n) for weight class (g), for a BMI increase by (s), dietary intake may increase by (s’) and vice versa.



	
When consumption of dietary variable (x) decreases by (s”), BMI can decrease by (s”’).



	
When dietary intake of (x) is extreme, the most affected blood variables are (Bn).



	
When dietary intake (x) is extreme, there is a stronger correlation between blood variables B(n) and B(n’).



	
The blood variables, B(n), are mostly associated with organs, O(n).



	
There is generally a positive (negative) relation between blood variable B(n) and dietary variable (x); the more prominent relations are dietary variable (x) and blood exam B-filtered(n).



	
Your related age is AGE your gender is GENDER, your education is EDU, your marital status is STATUS and you are a (non)smoker.









5.6. Discussion of Results and Medical Ontologies


New knowledge can be inferred through formal semantics that underlie an ontology and thus allow the automatic processing and extraction of targeted information. According to Cedeno-Moreno et al. [33] and Studer et al. [34], an ontology can be considered as an explicit specification of a shared conceptualisation. In this section, we extract some still unstructured concepts related to the variables analysed previously that can be presented as an add-on to the proposed report.



5.6.1. Knowledge Extraction—Vitamin C and Overweight Status


According to the pipelines proposed in this paper, some interesting findings are outlined. First of all, the average age of the population that belongs to the extreme (e’) consumption cluster (Figure 9) was lower than the average age of the normal consumption cluster for the overweight category. Secondly, the BMI differences between the two clusters suggest that, for the extreme scenario (e’), the weight was lower than that of the normal (o’) scenario. According to our pipelines, the demographic examined when consumption of vitamin C was extreme showed a desire for weight loss and a change in the dietary lifestyle, since vitamin C is mostly found in fruits and fruits—dietary choices that are considered healthy. It is probably also connected with more dietary changes that may be implemented without the assistance of a healthcare professional. Even though in the data analysed in this paper, the average weight was lower, overconsumption of any dietary variable can lead to unpleasant outcomes.



To sum up the conclusions and new knowledge, we can identify a will for a lifestyle change and at the same time the necessity of professional intervention. That intervention can assist in avoiding unnecessary health burdens and effectively empower an already made decision for a healthier outlook.




5.6.2. Overconsumption of Vitamin C


Even though vitamin C is an essential part of daily nutrition, extreme consumption can have some undesirable effects. Vitamin C is mostly derived from fruits and vegetables, such as oranges, strawberries, chopped red pepper and broccoli. It helps the body absorb iron and supports growth and development. The recommended daily amount is 75 milligrams (mg) a day for women and 90 mg for men. During pregnancy, an amount of 120 mg is suggested. The upper limit for all adults is 2000 mg per day. Large doses of vitamin C might cause: diarrhoea, nausea, vomiting, heartburn, stomach cramps and headaches [35].




5.6.3. Knowledge Extraction—Alcohol and Obese Status


In the second case examined, by the proposed pipelines, some interesting facts were extracted. First of all, the average BMI when consumption was extreme (e’) was lower (Figure 13) than in the normal (o’) consumption cluster. The average age was also lower 36.6 for the e’ scenario and 46.6 for scenario o’. Another interesting finding resides in the fact that scenario e’ concerns males (68% chance) that are more likely to be unmarried. Additionally, zero consumption (z’) was more likely to be found in the female population. By outlining a group based on well-defined population characteristics, targeted interventions and health awareness campaigns [36] for the particular population can have greater impact and be more effective, and thus improve health outcomes.




5.6.4. Alcohol and Obesity


Excessive drinking is defined as consuming four or more drinks during a single occasion for women and five or more drinks for men. Heavy drinking is considered to be when 8 or more drinks are consumed per week for women and 15 or more drinks per week for men. Excessive alcohol consumption can lead to harmful health conditions and result in injuries, violence, poisoning, kidney failure, miscarriage and stillbirth and heart attacks [37].




5.6.5. How Diet Affects Blood Variables


Diet affects all bodily functions, and dietary intake, when not normal, is usually displayed in blood exams. Essential minerals, such as sodium, potassium, calcium and chloride, and the macro-nutrients protein and carbohydrate, are necessary for the central nervous system to function. Muscles require energy from nutrients. Under- or over-nutrition can compromise endocrine and immune system functions. Inflammatory disorders are also symptoms of an imbalanced diet [38].






6. Conclusions and Future Research Endeavours


Intelligent health knowledge systems, when integrated with tracking devices and social media outlets, can revolutionise the creation of medical ontologies and the representation of medical data. The utilisation of such technologies can increase self-knowledge and data sharing [39,40], empower change, improve health and better communicate a health intervention or strategy.



EVA produces numerous tools that can improve the understanding of human biology and behaviour. The medical domain and the human biology are characterised by high complexity. The decoupling of that complexity and its transformation into useful and easy-to-understand information and actionable insights can simplify the development of systems that can add value to users and patients alike. Extreme value analysis can offer insights for dependable variables adapted to conditions that deviate from the normal distribution. With regard to health data, the management of medication dosage or quantity of nutritional intake is of outmost importance. EVA can add precision when proposing an optimisation strategy for a particular demographic. It can be utilised for biomarker discovery, since measurements can offer insights on outcomes of intervention and can be used as predictive and preventive tools.



By defining the usability aspects of EVA, using the machine-learning-adapted golden circle of innovation discussed in Section 3.2, we have outlined a suitable algorithm (Figure 3 and Figure 4) for health data analysis and knowledge retention. Using that algorithm, we can better understand the relations among nutrients, weight and impact of diet on health and also proposed ways for that algorithm to be adapted into an interactive system (Figure 5). The return levels (R.V.), alongside the thresholds set (for POT-based EVA), defined with precision which value should be referred to as the nutritional limit and which values lead to an increase in weight and impact blood values, and subsequently, the body (Figure 10).



In our future research, the product of this study will be adapted to an interactive system that will use the analytical pipelines described, in order to automate interventions and strategies and increase its users’ self knowledge about their health. The impact of dietary habits can be explained using the benchmark demographic statistics shown in the previous section, improving self knowledge and adherence to health interventions.
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Table A1. Standard Biochemistry Profile.






Table A1. Standard Biochemistry Profile.





	Alias
	Name (Measurement)





	LBXSAPSI
	Alkaline phosphatase (IU/L)



	LBXSASSI
	Aspartate aminotransferase AST (IU/L)



	LBXSATSI
	Alanine aminotransferase ALT (IU/L)



	LBXSC3SI
	Bicarbonate (mmol/L)



	LBXSCLSI
	Chloride (mmol/L)



	LBXSCR
	Creatinine (mg/dL)



	LBXSGB
	Globulin (g/dL)



	LBDSGLSI
	Glucose, refrigerated serum (mmol/L)



	LBXSGTSI
	Gamma glutamyl transferase (U/L)



	LBXSIR
	Iron, refrigerated serum (ug/dL)



	LBXSLDSI
	Lactate dehydrogenase (U/L)



	LBXSNASI
	Sodium (mmol/L)



	LBDSPHSI
	Phosphorus (mmol/L)



	LBXSTB
	Total bilirubin (mg/dL)



	LBXSTP
	Total protein (g/dL)



	LBXSTR
	Triglycerides, refrigerated (mg/dL)



	LBDSUASI
	Uric acid (umol/L)
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Figure 1. Developed methodologies and outcomes. 
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Figure 2. Patient’s journey. 
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Figure 3. Dietary variable analysis and diet intervention algorithm. 
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Figure 4. EVA–based decision-making algorithm. 
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Figure 5. EVA process systemisation. 
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Figure 6. Descriptive analysis of data and selected demographics. 
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Figure 7. Overweight category–EVA of vitamin C (DR1TVC). 
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Figure 8. Overweight category–vitamin C. Filtered blood variable correlation as per EVA pipeline. 
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Figure 9. Vitamin C, related demographics and key findings. 
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Figure 10. Blood, diet and organ functionality (screenshot from NUHealthSoft [16]). 
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Figure 11. Obese category–EVA of alcohol (DR1TALCO). 






Figure 11. Obese category–EVA of alcohol (DR1TALCO).



[image: Electronics 12 00204 g011]







[image: Electronics 12 00204 g012 550] 





Figure 12. Obese category–alcohol. Filtered blood variable correlation as per EVA pipeline. 
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Figure 13. Alcohol, related demographics and key–findings. 
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Table 1. BMI classification.






Table 1. BMI classification.





	Range
	Category





	less than 18
	underweight



	between 18 and 25
	normal



	between 25 and 30
	overweight



	above 30
	obese
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Table 2. Dietary variables examined—system input data.
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	Name
	Name





	Alpha-carotene (mcg)
	Alcohol (gm)



	Vitamin E (mg)
	vitamin B12 (mg)



	Beta-carotene (mcg)
	Caffeine (mg)



	Calcium (mg)
	Carbohydrate (gm



	Total choline (mg)
	Cholesterol (mg)



	Copper (mg)
	Beta-cryptoxanthin (mcg)



	Folic acid (mcg)
	Folate equivalents (mcg)



	Food folate (mcg)
	Dietary fiber (gm)



	Total folate (mcg)
	Iron (mg)



	Energy (kcal)
	Lycopene (mcg)



	Lutein + zeaxanthin (mcg)
	MFA (16–22):1 (gm)



	Magnesium (mg)
	fatty acids (gm)



	Moisture (gm)
	Niacin (mg)



	Phosphorus (mg)
	Potassium (mg)



	Protein (gm)
	Retinol (mcg)



	Selenium (mcg)
	fatty acids (gm)



	Sodium (mg)
	Total sugars (gm)



	Total fat (gm)
	Theobromine (mg)



	Vitamin A (mcg)
	Vitamin B1 (mg)



	Vitamin B12 (mcg)
	Vitamin C (mg)



	Vitamin D (D2 + D3) (mcg)
	Vitamin K (mcg)



	Selenium (mcg)
	Zinc (mg)
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