
Citation: Weng, Z.; Liu, S.; Zheng, Z.;

Zhang, Y.; Gong, C. Cattle Facial

Matching Recognition Algorithm

Based on Multi-View Feature Fusion.

Electronics 2023, 12, 156. https://

doi.org/10.3390/electronics12010156

Academic Editor: Tomasz Trzcinski

Received: 5 December 2022

Revised: 25 December 2022

Accepted: 26 December 2022

Published: 29 December 2022

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Article

Cattle Facial Matching Recognition Algorithm Based
on Multi-View Feature Fusion
Zhi Weng 1,2,3 , Shaoqing Liu 1, Zhiqiang Zheng 1,2,*, Yong Zhang 3,* and Caili Gong 1,3

1 College of Electronic Information Engineering, Inner Mongolia University, Hohhot 010021, China
2 State Key Laboratory of Reproductive Regulation and Breeding of Grassland Livestock, Inner Mongolia

University, Hohhot 010030, China
3 College of Mechanical and Electrical Engineering, Inner Mongolia Agricultural University,

Hohhot 010018, China
* Correspondence: zqzheng@imu.edu.cn (Z.Z.); yongz@imau.edu.cn (Y.Z.)

Abstract: In the process of collecting facial images of cattle in the field, some features of the collected
images end up going missing due to the changeable posture of the cattle, which makes the recognition
accuracy decrease or impossible to recognize. This paper verifies the practical effects of the classical
matching algorithms ORB, SURF, and SIFT in bull face matching recognition. The experimental
results show that the traditional matching algorithms perform poorly in terms of matching accuracy
and matching time. In this paper, a new matching recognition model is constructed. The model
inputs the target cattle facial data from different angles into the feature extraction channel, combined
with GMS (grid-based motion statistics) algorithm and random sampling consistent algorithm, to
achieve accurate recognition of individual cattle, and the recognition process is simple and fast. The
recognition accuracy of the model was 85.56% for the Holstein cow face dataset, 82.58% for the
Simmental beef cattle, and 80.73% for the mixed Holstein and Simmental beef cattle dataset. The
recognition model constructed in the study can achieve individual recognition of cattle in complex
environments, has good robustness to matching data, and can effectively reduce the effects of data
angle changes and partial features missing in cattle facial recognition.

Keywords: multiple perspectives; feature points extraction; individual identification; cow face;
feature matching

1. Introduction

Animal biometrics has always been a very popular and promising field [1]. In the
process of modern cattle breeding on a large scale, intelligent and refined breeding based on
individual cattle has become an important development direction for scientific breeding [2],
while individual cattle identification is the first step in the process of cattle research. In
practical applications, cattle identification is the prerequisite and basis for the application
of automation technology [3]; the information management of cattle, insurance loans
and claims, disease control, selection and breeding, and loss recovery all require fast
and accurate identification of individual cattle [4]. The aim of this study is to build a
cattle individual identification model based on multi-angle cattle facial data, and to use
phenotypic data to achieve contactless and accurate identification of cattle individuals.

Cattle faces have stable and distinct feature data, better universality, uniqueness
and scalability, and are easy to collect, so they have been widely studied and applied
in the individual identification of cattle [5,6]. Kimet al. achieved the first recognition of
Japanese black cattle using cattle face data combined with ideal memory networks [7]. This
study demonstrated that determining individual cattle identity from cattle face images
is achievable. Xia constructed a face description model based on local binary pattern
(LBP) texture features and used principal component analysis (PCA) combined with sparse
representation classification (SRC) [8]. Cai and Li proposed a cattle face recognition model
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that used LBP and extended LBP descriptors to achieve individual recognition of cattle [9].
Santosh Kumar implemented the facial recognition of beef cattle in his study by combining
traditional classical machine learning methods [10]. Kaixuan Zhao et al. used FAST
(features from accelerated segment test), SIFT (scale invariant feature transform) and
FLANN (fast library for approximate nearest neighbors) to extract, describe, and match
cattle feature points, respectively, and achieved better results in cattle recognition [11].

With the development of neural networks, deep-learning-based methods have been
used in the field of individual cattle identification. Li et al. applied a lightweight modi-
fication of the neural network for the individual recognition of bovine faces and carried
out test experiments with the model on a Raspberry Pi. The experimental results show
that the model has good performance in recognition accuracy and recognition speed [12].
Billah Met et al. used a target detection algorithm to detect cattle faces and then used a
multilayer convolutional network to classify the detection results [13]. Xu et al. combined
lightweight RetinaFace-mobilenet with additive angular interval loss (ArcFace) to achieve
91.3% accuracy and a recognition speed of 24 frames per second (fps) in a dataset of real
scenes [14]. Xu et al. fused local binary pattern (LBP) with a capsule network to construct a
C-LBP feature extractor and then introduced a self-attentive module and an intermediate
capsule layer to enhance the feature extraction ability and utilization efficiency of the
network. The model shows higher performance and stronger resilience in the process of
individual cow identification [15]. Weng Zhi et al. proposed a two-branch convolutional
network method for individual cattle recognition for the difficult problem of individual
recognition caused by changes in cattle posture during cattle face recognition and achieved
excellent recognition results [16].

In summary, at this stage, contactless cattle individual recognition based on cattle faces is
mainly focused on two aspects: traditional algorithms and deep learning methods. Traditional
classical algorithms can achieve individual recognition through the processing of standard
data and adaptation improvements to the algorithm and still have a good presentation in
complex contexts. However, the algorithms require too much standardization of data and
lack adaptability to non-standard data in practical applications. The method of using cattle
face data combined with deep learning to achieve individual recognition of cattle has high
recognition accuracy and fast recognition speed. However, the training part of deep learning
has demanding requirements on the amount of data and the complexity of the data. The small
amount of data and the low complexity of the data will affect the recognition results. Secondly,
deep learning is computationally expensive and requires a high hardware environment,
especially for large network models when training large data samples.

The ORB (oriented FAST and rotated BRIEF) algorithm is an in-depth extension of
this paper to address the characteristics of bull face data and the need for recognition
accuracy under complex angles in practical applications. The model uses the idea of
fusing and extracting features from multiple angles to enhance the robustness of the
algorithm to the data to be recognized under complex angles and to effectively reduce the
requirement for data normalization. Furthermore, by introducing mathematical statistics,
the accuracy of the model is improved without a significant increase in identification time
and computational cost, enabling the fast and accurate identification of cattle.

2. Materials and Methods

The creation of the dataset and the experimental approach in the construction of the
model are central to this study. The research idea is shown in Figure 1.

2.1. Cattle-Only Facial Datasets

The data used in this study were obtained from the Heilinger Jiayu Breeding Cooperative
in the Inner Mongolia Autonomous Region, as shown in Figure 1, with Simmental beef cattle
and Holstein cows selected as data collection objects for video data collection. In order to
enhance the credibility of the data and improve the quality of the data, a variety of methods
were used to collect the data during data collection. On the one hand, raw video data from the
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cattle were captured manually by means of a capture device (a mobile phone or SLR camera)
at a frame rate of 30 fps while the cattle were being fed. On the other hand, cameras were set
up in the pasture to capture real-time facial data of cattle in production and living conditions.
A total of 19 Simmental cows and 22 Holstein cows were collected, and the facial data were
collected from multiple angles as experimental data. The cattle facial data collection device is
shown in Figure 2, where the numbers one to seven represent: (1) a mobile phone, (2) a mobile
phone stand, (3) a combined steel frame, (4) an isolation tape, (5) a webcam, (6) a spherical
camera, (7) a solar panel., and (8) a support post.
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Figure 2. Cattle facial data collection device.

The raw cattle data were collected in the form of a video containing the facial features
of the cattle, and the video file is decomposed into individual complete cattle image data by
means of the video frame decomposition method. The frames are then filtered to remove
images that are blurred or have unclear textures due to movement, lighting, etc. The
selected cattle images are cropped to remove the images with high similarity, and the
cattle face image dataset is built. The Simmental cattle facial image dataset beef-data was
established for a total of 19 Simmental cattle, with an average of 81 images per cow, totaling
1544 facial images. The Holstein cow face image dataset cow-data was created for a total
of 22 Holstein cows, with an average of 130 face images per cow, for a total of 2862 cow
face images. Mix-data, a mixed dataset of dairy and beef cattle, contains 4406 cattle facial
images for a total of 41 cattle. Some of the data are shown in Figure 3.
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The dataset is shown in Table 1.

Table 1. Dataset data.

Race No. of Subject No. of Face Images

Beef-data 19 1544
Cow-data 22 2862
Mix-data 41 4406

2.2. Cattle Facial Image Feature Matching Individual Recognition Model
2.2.1. Image Feature Matching Algorithms

A two-branch matching algorithm for cattle identification is used. Image feature
matching is a key technology in the field of computer vision and has been more widely
used in the fields of visual SLAM (simultaneous localization and mapping) [17,18], 3D
reconstruction [19], image retrieval [20], and visual tracking [21], and has been less used
in individual recognition. Improving the robustness of image feature extraction and the
accuracy and speed of feature matching is the focus of research in the field of image feature
matching [22]. Taking the ORB algorithm as an example, feature matching is mainly
divided into two steps. The first step extracts the feature points of the matched image and
the image to be matched, respectively, and the feature points contain two parts: key points
and descriptors. The key point is the position of the feature point in the image, and the
descriptor contains the orientation of the key point and the surrounding pixel information.
The second step compares the similarity of the feature points based on the information in
the descriptors to determine the matching pair.

This paper performs parallel recognition of two different angles of target image data on
the basis of feature matching. Compared to single feature matching, an additional image input
is used to extract features from the two images to be matched by two independent feature
matching modules, and then the features are integrated for comprehensive recognition. By
processing the features from two different angles of the same target individual, the impact on
recognition due to changes in the posture of the cattle during data collection is reduced. The
flow chart of the two-branch feature extraction is shown in Figure 4. Each feature extraction
channel consists of a feature point extraction algorithm, a description algorithm and a matching
algorithm. Attention should be paid to the stability of the number of feature points extracted
from each channel to ensure that the features of each image are fully captured. In the process of
cattle facial image selection, the two matched images selected must contain all the feature data
of the cattle’s face in order to achieve a good matching effect and matching accuracy, so this
paper proposes a multi-angle data acquisition.
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2.2.2. GMS Algorithm

The ORB algorithm combined with the GMS algorithm can extract the feature points
in two sets of images for fast matching and achieve a short time to eliminate a large number
of mis-matched pairs. The ORB algorithm is a fast creation of a feature vector of key feature
points in an image. The vector contains feature information of points such as position,
neighborhood, neighborhood diameter, feature direction, response strength, multi-scale
information, and classification. By comparing the feature information of two feature points,
Hamming distance matches them into a matched pair, thus enabling the recognition of the
same object in different images. However, in the process of practical application, in the face
of the same object in different angle changes and environmental changes, graphical feature
matching algorithms, including the ORB algorithm, all suffer from many false matches.
Bian et al. proposed a statistical screening method for feature points based on grid motion
statistics; the algorithm converts motion smoothing constraints into statistics for rejecting
false matches, and the grid-based implementation A fast calculation is performed, which
can achieve fast screening of false matches in the image matching process [23].

A pair of images containing the same target has feature correspondence. For a cow
face object in an image, due to the continuity and homogeneity of the overall area change
of the cow face, all points in the neighborhood of its corresponding feature point move
with it, so that a correctly matched feature point pair (which can be called a principal
homonymous point) has some other correct matching points within its neighborhood. As
a support for the reliability of the primary homonym, these points in the neighborhood
are called support points for the primary homonym. The GMS algorithm includes the
information in the neighborhood of a feature point and uses a grid to count the number of
support points in the neighborhood of the main homonym (i.e., the score), which is used to
determine whether the match is correct or incorrect.

The neighborhood of each feature point in the GMS algorithm is defined by the formula:

Nij =
{

cij
∣∣cij ∈ C, τ1 < d(cij) < c

}
(1)

In the formula, cij is a feature matching pair, C is the set of all feature point matching
pairs. d(cij) represents the Hamming distance between two points, and τ1 and τ2 are the
threshold values.

The score Sij for each feature point Xi is calculated as:

Sij =
9

∑
k=1

Nik jk , k = 1, 2, 3, . . . , 9 (2)
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where Nij is the number of supported points in the neighborhood grid of feature point Xi
and k represents the statistical nine-box grid divided by the domain around feature point
Xi (including its own central grid), i.e., the score of Xi is the total number of all feature
matching pairs contained in the neighborhood nine-box grid. The schematic diagram is
shown in Figure 5.
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In distinguishing between correct and incorrect matches, the distribution of approxi-
mate scores can be obtained by means of a binomial distribution, i.e.,:

Sij ∼ {
B(n,pi), Xi is the correct match

B(n,pj), Xi is an error match
(3)

Xi denotes the specific feature points, n denotes the average number of feature points
(support points) per net variety, pi denotes the probability of matching to an event in
the corresponding region when the feature points are correctly matched, determined by
the quality of the feature, and pj denotes the probability of matching to an event in the
corresponding region when the feature points are incorrectly matched. pj is usually small
because incorrect matches are almost randomly distributed.

2.2.3. The RANSAC Algorithm

The RANSAC (random sample consensus) algorithm uses an iterative approach to
estimate the parameters of a mathematical model from a set of observed data containing
outliers. The RANSAC algorithm is able to avoid the influence of noisy data on the results.
In the feature matching process, the RANSAC algorithm works on all feature matching
pairs. The correct matches are the inliers, and the incorrect matches are the outliers.

The main steps of the algorithm are divided into the following.

1. A random sample of n points in the dataset is selected to construct the minimum
sample set (the default for initial sampling is that all points in n are interior points);

2. The sample set n is combined to construct a data model that fits the dataset N;
3. The dataset N is tested in this model and the points that fit the model are counted as

internal points to construct a new sample set of internal point sets m;
4. Combining the sample set n sample set m to construct a data model that fits the dataset N;
5. Steps 1 to 4 are repeated, keeping the model with the largest set of samples m, i.e., the

largest number of interior points, as the best model. The inner points obtained under
this model are the correct matches.

In order to ensure that the true set of interior points is found, it is necessary to
ensure that the number of iterations is large enough. Suppose that the points are selected
independently of each other and that the probability that each measured point is an interior
point is w and p is the overall probability that the true set of interior points is obtained
after k experiments. Then, the probability that all n random samples are interior points in a
given experiment is wn (the n smallest set of samples).
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Then, after p experiments, the probability of failure of the experiment is:

1− p = (1− wn)k (4)

Thus, the minimum number of iterations k required by the algorithm is:

k =
log(1− p)

log(1− wn)
(5)

3. Results

The experimental results and the evaluation metrics of the model have been studied
and analyzed to allow for a reliable analysis of the model performance. We discuss
the influence of the number of feature points on the matching results and perform a
comprehensive validation evaluation of the model in combination with runtime, accuracy,
precision, recall, and F-measure.

3.1. Experimental Environment and Parameter Settings

The experimental environment is a 64-bit system with Windows 10 and the python
programming language. The computer hardware system configurations were computer
memory 32 G, a processor with intel(R) CoreTMi9-9900K CPU@3.6 GHz× 8, and a NVIDIA
Quadro P6000 (PNY Technologies Inc., Parsippany, NJ, USA) graphics card to accelerate
image processing.

In order to exclude the impact of pixel differences on the experimental results, the
image data resolution was processed to 640 × 480 (approximately 300,000 pixels) in con-
junction with the actual pixel situation of the acquisition device during data collection. The
number of feature points extracted was set to 10,000, taking into account the performance
of all of the indicators of the experiment.

3.2. Number of Feature Points

During the experiments, it was found that increasing the number of feature points had
a positive effect on the recognition accuracy. Therefore, the experiments were implemented
on the cow dataset, the beef cattle dataset, and the mixed dataset with 5000 feature points
up to 15,000 feature points, respectively, and the results are shown in Figure 6a–c. As can
be seen from the graphical curves, the trend of the model remains consistent across the
three datasets, so we analyzed the three experimental results’ graphs as a whole. Among
the classical matching algorithms, the recognition accuracy of the ORB and SIFT algorithms
in the three datasets is not sensitive to the number of feature points, and the change in
the number of feature points does not have any effect on the recognition accuracy. After
10,000 points, the change in accuracy is negligible. The algorithm constructed in this paper
achieves the highest recognition accuracy at 10,000 feature points, with a 5.55%, 7.35%,
and 4.69% increase in accuracy in the dairy cattle dataset, beef cattle dataset, and mixed
dataset, respectively compared to the 5000 feature points. After 10,000 points, the change
in the number of feature points had essentially no effect on the accuracy. Therefore, the
final number of feature points for the experiment was set at 10,000 after all considerations.

3.3. Results of Individual Cattle Identification

The experimental dataset is based on three cattle facial datasets cow-data, beef-data
and mix-data, containing an average of 130 images per cattle. Table 2 shows the experi-
mental results on the cattle facial dataset. The experiments compare the model constructed
in this paper with the classical model, and the experimental results are shown in Table 2.
Among the classical models, the SUFR algorithm gave the best recognition results, with
45.16%, 37.82%, and 27.65% recognition accuracy in the cow-data, beef-data and mix-data
datasets, respectively. The two-branch feature point extraction model was improved based
on the ORB algorithm feature extraction method, using the ORB algorithm to extract the
target features, and the incorrect matching pairs were screened by the grid motion statis-
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tical method and random sampling consistent algorithm; the recognition accuracy was
improved by 54.17%, 55.07%, and 57.06% in the three datasets, respectively compared to
the ORB algorithm, and a significant improvement in recognition accuracy was achieved.
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The computational cost is also an important reference for model selection, especially for
recognition models with high real-time requirements. The computational cost is different
in different hardware experimental environments. We tested the computational cost of
all models in the experimental environment of Section 3.1, and the results are shown in
Table 2. Among the classical matching models, the ORB algorithm took the shortest time of
28.15 ms, and the SIFT method was the slowest, taking 140 ms, which was 2.4 times faster
than the SURF algorithm and five times faster than the ORB algorithm. The computational
cost of the algorithm model constructed in this paper is 78.83 ms, which is an increase of
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50.68 ms compared to the ORB algorithm before the improvement, but still faster than the
SIFT algorithm.

Table 2. Cattle face recognition results.

Model Dataset Accuracy/% Time/ms

SIFT
Cow-Data 36.98

140.32Beef-Data 30.80
Mix-Data 28.58

SURF
Cow-Data 45.16

58.01Beef-Data 37.82
Mix-Data 30.65

ORB
Cow-Data 31.39

28.15Beef-Data 27.51
Mix-Data 23.36

OURS
Cow-Data 85.56

78.83Beef-Data 82.58
Mix-Data 80.73

Table 3 shows a comparison of the experimental results of the above model in terms of
precision, recall, and F-measure on the mix-data dataset. The model achieves the screening
of a large number of mis-matched points by introducing the GMS algorithm, and then
combines it with the random sampling consistency algorithm to eliminate a few outliers.
Compared with the ORB algorithm, the precision, recall, and F-measure are improved by
57.37%, 56.31%, and 56.85%, respectively. Therefore, the classification ability of the model
is superior.

Table 3. Classification results of each model.

Model Precision/% Recall/% F-Measure

SIFT 28.68 29.01 28.84
SURF 30.52 30.76 30.64
ORB 23.39 24.52 23.94

OURS 80.76 80.83 80.79

3.4. Impact of GMS and Random Sampling Consistency Algorithms on Accuracy

The experimental data still used cow-data, a cow face dataset, beef-data, a beef cow
face dataset, and mix-data, a mixed cow and beef cow dataset, and the experimental
results are shown in Table 4, reflecting the influence of the GMS algorithm and the random
sampling consistent algorithm on the recognition accuracy. GMS, by gridding the feature
matching pairs and combining them with other feature matching pairs in the domain to
synthetically determine the recognition accuracy, was improved by 43.01%, 47.22%, and
49.11% in the three datasets, respectively, which was good for screening the incorrect
matching pairs. However, the feature matching pairs screened by the GMS algorithm
still contained a small number of incorrect feature point pairs. Further mathematical
optimisation of the remaining feature pairs by the random sampling consistent algorithm,
which eliminates the incorrect feature pairs that do not conform to the distribution pattern
by a limited number of iterations, can further improve the recognition accuracy, compared
to combining only GMS, whereby the accuracy is improved by 6.2%, 5.38%, and 7.47% in
the three datasets, respectively.
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Table 4. Performance of the update method.

Model Two-Branch GMS RANSAC Dataset Accuracy/%

0 on \ \
Cow-Data 39.68
Beef-Data 30.76
Mix-Data 28.57

1 on on \
Cow-Data 79.36
Beef-Data 77.20
Mix-Data 73.26

2 on \ on
Cow-Data 42.57
Beef-Data 35.36
Mix-Data 31.62

3 \ on on
Cow-Data 60.73
Beef-Data 58.62
Mix-Data 54.39

4 on on on
Cow-Data 85.56
Beef-Data 82.58
Mix-Data 80.73

4. Discussion

At present, research on feature matching methods in individual recognition is mainly
focused on face recognition, and research on cattle individual recognition technology is
mainly focused on deep learning algorithms. The multi-angle cattle face feature matching
model proposed in this paper applies the feature matching method to the cattle individual
recognition neighborhood and achieves excellent recognition results in complex data
situations, with good performance in terms of recognition accuracy and recognition speed.
To a certain extent, it has promoted the development of feature matching algorithms in
individual animal recognition neighborhoods.

The multi-angle matching model has achieved an accuracy of more than 80% in all
three datasets, and the multi-angle data input design has greatly improved the number of
quality feature points extracted. At the same time, the number of feature points extracted
was determined to be 10,000 points per image through comparison experiments, taking
into account the image resolution and saving computational resources while ensuring
that the recognition accuracy was not affected. The model introduces the GMS algorithm,
which uses the theory of motion smoothing statistics to substantially eliminate the mis-
matched pairs in the feature point population, reducing most of the interference in model
optimization and then optimizing the remaining point population using the optimal model
fitted by the algorithm through a random sampling consistency algorithm to eliminate
outlier feature points and improve recognition accuracy.

The multi-angle feature fusion cattle facial matching recognition model proposed in this
paper will provide a new idea for the application research of feature matching algorithms
in the field of individual cattle identification, which can be used to determine the identity
of cattle in a no-contact situation. Given the advantages of the model for individual cattle
identification, it can be applied to the cow insurance claim process as an important basis for
cattle identification. At the same time, the model can be further extended to the construction
of smart farms, which is of practical importance for the construction of electronic identification
documents for cattle and the real-time detection of cattle.

5. Conclusions

This paper investigates the application of computer vision technology to cattle con-
tactless individual recognition and analyzes the difficulties of image methods in cattle face
recognition, proposing a novel method of cattle individual recognition based on multi-
angle cattle face data. The model combines the feature extraction algorithm’s ability to
capture data features, the grid motion statistical algorithm, and the random sampling
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consistency algorithm’s ability to statistically analyze the data, thus enabling the screening
of mis-matching points to obtain the correct matching target. The fusion of features from
different angles is used to achieve effective identification of target cattle in complex data
situations. The model is compared with the SIFT algorithm, SURF algorithm, and ORB
algorithm to evaluate the performance of the model and the results show that the model can
achieve the desired objectives in terms of recognition accuracy and recognition speed. This
model provides a solution for the real-time identification of cattle, and future research will
focus on the fusion of multi-part features to achieve further enhancement of identification
reliability and accuracy.
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