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Abstract: The mentality of electricity consumers is one of the most important entities that must be
addressed when dealing with issues in the operation of power systems. Consumers are used to being
completely passive, but recently these things have changed as significant progress of Information
and Communication Technologies (ICT) and Internet of Things (IoT) has gained momentum. In
this paper, we propose a statistical measurement model using a covariance structure, specifically a
first-order confirmatory factor analysis (CFA) using SAS CALIS procedure to identify the factors that
could contribute to the change of attitude within energy communities. Furthermore, this research
identifies latent constructs and indicates which observed variables load on or measure them. For
the simulation, two complex data sets of questionnaires created by the Irish Commission for Energy
Regulation (CER) were analyzed, demonstrating the influence of some exogenous variables on the
items of the questionnaires. The results revealed that there is a relevant relationship between the
social–economic and the behavioral factors and the observed variables. Furthermore, the models
provided a good fit to the data, as measured by the performance indicators.

Keywords: smart cities; smart communities; awareness; questionnaire data processing; confirmatory
factor analysis; IoT; ICT

1. Introduction

The implementation of DR programs is sensitive to the consumer’s perception and
mentality in relation to a couple of factors that are not always measured directly using
tools such as surveys or questionnaires. Confirmatory factor analysis (CFA) is a statistical
instrument that allows the testing of hypotheses that are sustained by theory. It requires a
good knowledge of the field to identify the latent factors and group the observed variables
by those latent factors.

For this investigation, we extracted observed variables from two complex and large
questionnaires that targeted Irish electricity consumers during a pre-trial and post-trial
period of installing smart metering systems (SMS) in which their consumption and opin-
ions were monitored. The data sets can be accessed (https://www.ucd.ie/issda/data/
commissionforenergyregulationcer/ (accessed on 25 January 2022)) from CER that initiated
a project that aimed to evaluate the performance of a couple of DR programs using SMS
and tested the opportunity to install more SMS. It consists of two of the largest and most
comprehensive trials in the world that are aimed at both residential consumers and small
and medium enterprises.

Electronics 2022, 11, 1157. https://doi.org/10.3390/electronics11071157 https://www.mdpi.com/journal/electronics

https://doi.org/10.3390/electronics11071157
https://doi.org/10.3390/electronics11071157
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/electronics
https://www.mdpi.com
https://orcid.org/0000-0002-9005-5181
https://orcid.org/0000-0002-0961-352X
https://orcid.org/0000-0002-7327-0007
https://www.ucd.ie/issda/data/commissionforenergyregulationcer/
https://www.ucd.ie/issda/data/commissionforenergyregulationcer/
https://doi.org/10.3390/electronics11071157
https://www.mdpi.com/journal/electronics
http://www.mdpi.com/2079-9292/11/7/1157?type=check_update&version=4


Electronics 2022, 11, 1157 2 of 17

The two 143-item and 243-item questionnaires were launched to residential electricity
consumers that were subject to a pre- and post-trial SMS implementation carried out by
the Irish CER to test the electricity consumers’ behavior. The questions accounted for
numerous latent factors such as demographics (sex, age, education, employment status),
attitude, expectation, relation with supplier, perceived impact of their own actions, pro-
environmental measures, appliances, heating usage, and perceived implementation of
the DR programs. In this article, the research is focused on the residential consumer
respondents to the questionnaires that accounted for 4232 observations (pre-trial) and
3423 observations (post-trial). Thus, our study uses the real-life experience of the Irish
residential consumers.

Our purpose was to test the structure of the factors underlying the questionnaire
data sets. Thus, we empirically test the theory that describes the structure of factors that
underlies the two data sets [1,2]. Furthermore, this study verifies whether the measurement
model created with CFA shows an acceptable fit to the data and shows how it can be
modified to be even better. The contribution of this paper consists of the following:

• the creation of two measurement models (first-order CFA) that test the structure of
factors that are behind the observed variables of the two large and complex question-
naires;

• the creation of several hierarchical CFA models, such as second-order and bi-factor
models to reflect the relation between the items of the questionnaires and the awareness
of electricity consumers;

• the testing of the models to prove that they do not capitalize on chance characteristics
of the data, proving that the data-model fit is not random, and the model can generalize
on different data sets;

• drawing interesting conclusions and providing information on the relationship be-
tween respondents’ answers and their awareness of environmental issues and imple-
mentation of DR programs.

This paper is structured into six sections. In the Section 1, an introduction to the
general context, motivation, and contribution of this paper is provided. In the Section 2, a
comprehensive literature review is performed, while in the Section 3, the research method-
ology is presented. We provide an exploratory data analysis (EDA) of the input data in
Section 4. The results and simulations are revealed in Section 5 along with meaningful
discussions on the main findings of this study. The conclusion is drawn in Section 6.

2. Review of the Literature

Numerous studies use CFA in investigations related to consumer awareness, behavior,
education, psychology, economy, etc., in social science research to analyze questionnaire
data and to extract valuable insights that are not easy to measure otherwise [3–7].

A first wave of studies related to attitudes towards energy consumption and con-
servation using CFA emerged in the United States in the 1990s [8] and focused on iden-
tifying the dimensions underlying energy usage attitudes, concepts, and beliefs. A total
of 308 observations taken from the respondents in Macau were analyzed using CFA and
structural equation modelling (SEM) to show that environmental concerns and financial
benefits were the factors that influenced the perception of full electric vehicles (FEV) and
the intention to purchase FEV. It revealed that the perception of economic benefit was one
of the key factors influencing the adoption of FEV [9].

Furthermore, the authors of [10] analyzed the responses of 246 electricity consumers
from Pakistan using CFA and SEM to measure consumers’ awareness about electricity
conservation in developing countries. It measured the influence of some factors such as
beliefs, attitudes, and intentions on energy conservation, showing that awareness [11],
perceived value, resistance to change, and benefits were predictors of behavioral changes
towards efficient energy conservation measures.
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An investigation of the effect of digitalization, climate change and energy consumption
of 282 Indonesian respondents using CFA and regression was proposed in [12]. Awareness
of smart technologies increased the experience of consumers.

The factors that impacted the awareness of the residential consumers, perceived
benefits, price and attitudes were investigated in [13] considering 516 respondents from
Jordan. Both exploratory and confirmatory factor analyses were carried out to identify
the latent factors and to check the performance indicators. The relationship among these
factors was also analyzed using SEM. The study found that awareness positively impacted
acquisition intentions, perceived gain, and consumption behavior.

Energy saving practices and participation towards renewable energy development
were studied in Malaysia using CFA and AMOS software [14,15] or with both Exploratory
Factor Analysis (EFA) and CFA [16]. The latter study contained a factor structure that
consisted of the degree of knowledge on RES, environmental concern, public awareness on
RES, attitude towards RES usage, and willingness to adopt RES technologies and aimed to
predict the willingness to pay for green energy.

Furthermore, several case studies were deployed in Tanzania [17] assessing indicators
of energy access in rural areas using both EFA and CFA and concluding that these indicators
related to the energy access were significant in improving the social economic progress and
the living standards of the people in rural areas of Tanzania.

Another competitive software, LISREL, was exploited in [18] to study the factors un-
derlying the waste-to-energy facilities in Thailand. A sample of 361 individuals’ responses
were analyzed with CFA and the Structural Equation Model (SEM) proving that all factors
had a positive influence on the waste-to-energy facilities.

More studies on influencing factors related to energy management in industries [19],
assessing the employees’ engagement in energy-saving [20], residential consumers’ lifestyle
and energy saving [21], and experience in green energy learning [22] were recently per-
formed using CFA and sometimes SEM to identify future trends. The authors of [19] aimed
to analyze the influencing factors on energy management in industries from several per-
spectives with CFA. They analyzed the responses to surveys applied to different industrial
sectors in Brazil showing a positive correlation among the factors.

Consumption data and questionnaires deployed by the Irish CER were involved in
obtaining a clustering solution [23], the classification of load profiles [24,25], extracting
insights from smart metering data and responses of electricity consumers [26], anomaly
detection [27], and forecasts [28–30].

Although numerous studies have been conducted with consumption data and ques-
tionnaires deployed by the Irish CER, to our knowledge, the two large questionnaires with
3000–4000 respondents and 150–250 items have not yet been analyzed with CFA.

3. Research Methodology

The research methodology implemented in this article consisted of processing large
and challenging data sets for CFA. First, we split the questions of each questionnaire into
significant groups that revealed specific characteristics of electricity consumers and their
consumption. The pre-trial questionnaire consisted of 4232 observations and 143 questions
that were grouped by 7 variables summing up data on: q1 Demographics, q2 Positive
attitude, q3 Negative attitude, q4 Pro-environmental measures, q5 Expectations, q6 Relation
with supplier, and q7 Appliances. These variables were further grouped by 2 latent factors:
F1 social–economic and F2 behavioral factors.

On the other hand, the post-trial questionnaire had 3423 observations and 234 ques-
tions that were grouped by 9 variables that summed up data about: q1 DR program, q2
Demographics, q3 Positive attitude, q4 Negative attitude, q5 Heating, q6 Pro-environmental
measures, q7 Positive perception on price-based DR implementation, q8 Negative percep-
tion on price-based DR implementation, and q9 Perception of incentive-based DR. Each
observed variable was influenced by one latent factor and a measurement error. For CFA,
the SAS CALIS procedure was implemented using the lineqs statement that allowed us to



Electronics 2022, 11, 1157 4 of 17

define the observed variables as linear equations. Similar results could be obtained with a
factor statement that is similar to lineqs.

In the lineqs statement, we defined a set of linear equations for each observed variable
qi. It is equal to the factor loading pi multiplied by latent factor Fk plus a measurement
error or residual term ei.

qi = pi × Fk + ei, ∀i ∈ 1, n, ∀k ∈ 1, m (1)

where i is the number of observed variables and k is the number of latent factors. Using
variance and covariance (cov) statements, we defined the variances and covariances that
were calculated using the CALIS procedure. Variances for latent factors were set to 1,
whereas they were allowed to covary, and the covariance was defined in the cov statement.
The pathdiagram statement allowed us to display the CFA diagram along with the main
performance indicators. When using the factor statement, the relationships are written as:

Fc ===> q1 . . . qj (2)

where j is the number of variables that load on a certain latent factor Fc.
We set on the residual robust and modification options of the CALIS procedure. As we

summed up the answers for a series of questions, the problem with the missing value
disappeared, but outliers still existed and lowered the performance indicators of the model.
They are printed with the plots = caseresid option of the CALIS procedure. Therefore, residual
robust is an option for outlier treatment that does not simply erase or remove some outliers
that may lead to a masking effect. It is an alternative way to handle outliers that are down-
weighed simultaneously with the estimation. The observations are iteratively reweighted
based on the updated parameter estimates. The performance of the model increases
with the residual robust option from Comparative Fit Index (CFI) = 0.9, Standardized Root
Mean Squared Residual (SRMR) = 0.05 and Root Mean Square Error of Approximation
(RMSEA) = 0.08 to CFI = 0.91, SRMR = 0.4 and RMSEA = 0.07. The modification option is
also important, as it may provide meaningful suggestions to improve the model.

The methodology of this research study consisted of the following steps (as in Figure 1):
(1) first, an exploratory data analysis (EDA) was performed to visualize the data distribution
and identify outliers to further treat them and help improve the model performance; (2) the
first-order CFA was initially performed with the modification option on to check whether
there was additional room for improvement. The Lagrange Multiplier and Wald tests
were included in the modification option. However, these modifications were moderately
approached and verified with the theory; (3) third, more complex CFA models were created
to verify if the performance indicators could be further improved. Moreover, these models
(second-order CFA and bi-factor models) allowed us to consider one or more latent factors
that were not easy to measure in questionnaires; (4) forth, more tests were performed to
prove that the models did not capitalize on chance in a data set and they could provide
good results with other data sets as well.
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Figure 1. Research methodology.

4. EDA of Input Data

Both data sets are analyzed in this section. A similar EDA was performed for each of
them. The pre-trial questionnaire data set consisted of seven derived variables, whereas
the post-trial questionnaire data set had nine variables that were scatter plotted to display
their distribution (as in Figures 2 and 3).

Figure 2. Scatter plot and distribution of variables (a) q1–q5, (b) q3–q7 of the pre-trial data set.
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Figure 3. Scatter plot and distribution of variables (a) q1–q5, (b) q6–q9 of the post-trial data set.

The pre-trial variables were closer to the normal distribution than the post-trial vari-
ables. Thus, the logarithm function could be applied to the post-trial variables.

Outliers generally decreased the performance of CFA. Therefore, the values were
grouped into normal and outliers as in Figure 4.

Figure 4. Outliers (a) pre-trial data set and (b) post-trial data set.

Probability graphs are displayed to assess whether a data set was approximately
normally distributed. The data were plotted against a theoretical normal distribution so
that the points should have formed a straight line. Departures from it indicate departures
from normality that were more evident for the post-trial data set (as in Figures 5 and 6).
The distributions of the residuals are provided in Figure 7.
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Figure 5. Q-Q plot of residuals (a) pre-trial data set and (b) post-trial data set.

Figure 6. P-P plot of residuals (a) pre-trial data set, (b) post-trial data set.

Figure 7. Distribution of residuals (a) pre-trial data set, (b) post-trial data set.

With the p-p plots, we obtained a higher resolution in the center of the distribution.
On the other hand, with the q-q plots, we obtained a higher resolution at the tails. We were
more concerned about the tails of a distribution, which impacted the model.
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5. Results

The numerous items of the pre-trial questionnaire were aggregated into seven observed
variables: q1 for Demographics, q2 for Positive attitude, q3 for Negative attitude, q4 for
Measures, q5 for Expectations, q6 for Relation with supplier, and q7 for Appliances. Two
latent factors were considered: F1 as the social–economic factor and F2 as the behavioral
factor. Variables q1, q4, q6, and q7 from the pre-trial questionnaire loaded on the social–
economic factor (F1), while q2, q3, and q5 loaded on the behavioral factor (F2). The SAS
CALIS procedure was implemented for the pre-trial questionnaire as in Table 1. The
Lineqs statement was considered to define the variables as linear equations. Each observed
variable was influenced by its latent factor and measurement error.

Table 1. CALIS implementation of the first-order CFA model for the pre-trial questionnaire.

data preq7factor; variance
infile ‘/home/simonaoprea0/preq7factor.csv’ dsd; e1-e7 = vare1-vare7,
input id $ q1-q7; F1 = 1, F2 = 1;
run; cov
proc calis modification residual robust; F1 F2 = covF1F2;
lineqs var q1-q7;
q1 = p1 F1 + e1, pathdiagram diagram = standard
q2 = p2 F2 + e2, scale = 0.75 EXOGCOVARIANCE
q3 = p3 F2 + e3, label = [F1 = “Social_economic”
q4 = p4 F1 + e4, F2 = “Behavioural”]
q5 = p5 F2 + e5, dh = 1000 dw = 1000
q6 = p6 F1 + e6, textsizemin = 10;
q7 = p7 F1 + e7; run;

Nine variables were extracted from the post-trial questionnaire: q1 for the DR program,
q2 for Demographics, q3 for Positive attitude, q4 for Negative attitude, q5 for Heating, q6
for Measures, q7 for Positive perception on price-based DR implementation, q8 for Negative
perception on price-based DR implementation, and q9 for Perception on incentive-based
DR. The same two latent factors were considered: F1 as the social–economic factor and F2
as the behavioral factor. Variables q2, q5, and q6 from the post-trial questionnaire loaded
on the social-economic factor (F1), while q1, q3, q4, q7–q9 loaded on the behavioral factor
(F2). Furthermore, the CALIS procedure was implemented for the data set of the post-trial
questionnaire as in Table 2 using the lineqs statement to define the nine variables.

Table 2. CALIS implementation of the first-order CFA model for the pre-trial questionnaire.

data post9factor; q9 = p9 F2 + e9;
infile ‘/home/simonaoprea0/post9factor.csv’ dsd; variance
input id $ q1 q2 q3 q4 q5 q6 q7 q8 q9; e1−e9 = vare1−vare9,
run; F1 = 1, F2 = 1;
proc calis modification residual robust; cov
lineqs F1 F2 = covF1F2;
q1 = p1 F2 + e1, var q1−q9;

q2 = p2 F1 + e2, pathdiagram diagram = standard
scale = 0.75 EXOGCOVARIANCE

q3 = p3 F2 + e3,
label = [F1 = “Social_economic”
F2 = “Behavioural”] dh = 1000
dw = 1000 textsizemin = 10;

q4 = p4 F2 + e4, run;
q5 = p5 F1 + e5, -
q6 = p6 F1 + e6, -
q7 = p7 F2 + e7, -
q8 = p8 F2 + e8, -
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The results related to the modelling information and variables are presented in
Tables 3 and 4. The mean and standard deviation for the observed variables are presented
in Table 5.

Table 3. Modelling information.

Modelling Information for Pre-Trial Questionnaire Modelling Information for Post-Trial Questionnaire

Modeling Information Modeling Information

Robust Maximum Likelihood Estimation Robust Maximum Likelihood Estimation

Data Set WORK.PREQ7FACTOR Data Set WORK.POST9FACTOR
N Records Read 4232 N Records Read 3423
N Records Used 4232 N Records Used 3423

N Obs 4232 N Obs 3423
Model Type LINEQS Model Type LINEQS

Analysis Means and Covariances Analysis Means and Covariances

Table 4. Variables information.

Variables for the Pre-Trial Questionnaire Variables for the Post-Trial Questionnaire

Variables in the Model Variables in the Model

Number of Endogenous Variables = 7 Number of Endogenous Variables = 9
Number of Exogenous Variables = 9 Number of Exogenous Variables = 11

Endogenous Manifest q1 q2 q3 q4 q5 q6 q7 Endogenous Manifest q1 q2 q3 q4 q5 q6 q7 q8 q9
Latent - Latent

Exogenous Manifest - Exogenous Manifest
- Latent F1 F2 - Latent F1 F2
- Error e1 e2 e3 e4 e5 e6 e7 - Error e1 e2 e3 e4 e5 e6 e7 e8 e9

Table 5. Simple statistics for the two data sets.

Simple Statistics for the Pre-Trial Questionnaire Simple Statistics for the Post-Trial Questionnaire

Simple Statistics Simple Statistics

Variable Mean Std Dev Variable Mean Std Dev

q1 45.91966 6.49056 q1 8.53754 3.22219
q2 16.78474 3.06561 q2 20.61846 7.10923
q3 23.94849 6.01536 q3 16.0894 5.63135
q4 13.99669 2.05743 q4 25.89833 5.57182
q5 15.60562 3.16985 q5 23.71458 3.84094
q6 18.40052 4.01145 q6 3.43003 4.67816
q7 50.69565 11.09745 q7 70.04061 41.94054

- q8 17.14607 19.24341
- q9 52.78761 42.62345

After 12 iterations, the convergence was reached for the first-order CFA model run
on the pre-trial data set (as in Table 6), whereas only 6 iterations were required for the
post-trial data set (as in Table 7).
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Table 6. Iterations of the first-order CFA model run on the pre-trial data set.

Iteration Restarts Function
Calls

Active
Constraints

Objective
Function

Objective
Function
Change

Max Abs
Gradient
Element

Lambda

Ratio
between
Actual

and
Predicted
Change

1 0 4 0 0.01052 0.00650 0.00488 0 0.936
2 0 7 0 0.00975 0.000769 0.00411 0.0105 0.883
3 0 10 0 0.00937 0.000377 0.00415 0.00506 0.926
4 0 13 0 0.00919 0.000181 0.00281 0.00334 0.940
5 0 16 0 0.00910 0.000089 0.00248 0.00197 0.918
6 0 19 0 0.00906 0.000046 0.00170 0.00133 0.946
7 0 22 0 0.00903 0.000022 0.000901 0.00111 0.983
8 0 24 0 0.00903 5.733 × 10−6 0.00379 0.00008 0.338
9 0 26 0 0.00901 0.000015 0.000491 0 1.041

10 0 28 0 0.00901 5.027 × 10−7 0.000056 0 1.173
11 0 30 0 0.00901 3.296 × 10−8 0.000031 0 1.270
12 0 32 0 0.00901 2.903 × 10−9 7.566 × 10−6 0 1.290

Table 7. Iterations of the first-order CFA model run on the post-trial data set.

Iteration Restarts Function
Calls

Active
Constraints

Objective
Function

Objective
Function
Change

Max Abs
Gradient
Element

Lambda

Ratio
between
Actual

and
Predicted
Change

1 0 4 0 0.15703 0.0224 0.0292 0 1.159
2 0 6 0 0.15603 0.000998 0.00164 0 1.148
3 0 8 0 0.15599 0.000043 0.00103 0 1.129
4 0 10 0 0.15599 2.589 × 10−6 0.000035 0 1.072
5 0 12 0 0.15599 1.681 × 10−7 0.000077 0 0.991
6 0 14 0 0.15599 1.187 × 10−8 9.588 × 10−6 0 0.905

The factor loadings for the pre-trial questionnaire and the post-trial questionnaire
are presented in Tables 8 and 9. In each case, there was one factor loading that was not
statistically significant, p4 for the pre-trial questionnaire for which the t value was outside
the limits (that is smaller than 2.58) and p2 for the post-trial questionnaire for which the t
value was 1.289, which was also less than 2.58.

Table 8. Factor loadings for the pre-trial questionnaire data set.

Standardized Effects in Linear Equations for Pre-Trial Questionnaire

Variable Predictor Parameter Estimate Standard Error t Value Pr > |t|

q1 F1 p1 0.40652 0.03209 12.6685 <0.0001
q2 F2 p2 2.97743 0.02871 103.7 <0.0001
q3 F2 p3 −0.06694 0.00504 −13.2872 <0.0001
q4 F1 p4 0.03290 0.01791 1.8370 0.0662
q5 F2 p5 0.03640 0.00503 7.2344 <0.0001
q6 F1 p6 0.19495 0.02102 9.2762 <0.0001
q7 F1 p7 0.85228 0.06165 13.8250 <0.0001
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Table 9. Factor loadings for the post-trial questionnaire data set.

Standardized Effects in Linear Equations for Post-Trial Questionnaire

Variable Predictor Parameter Estimate Standard Error t Value Pr > |t|

q1 F2 p1 0.42884 0.01515 28.3030 <0.0001
q2 F1 p2 0.01971 0.01529 1.2890 0.1974
q3 F2 p3 −0.21572 0.01739 −12.4069 <0.0001
q4 F2 p4 0.09304 0.01801 5.1659 <0.0001
q5 F1 p5 −0.50338 0.03143 −16.0161 <0.0001
q6 F1 p6 −0.23909 0.02111 −11.3272 <0.0001
q7 F2 p7 0.91882 0.00804 114.3 <0.0001
q8 F2 p8 0.24149 0.01719 14.0458 <0.0001
q9 F2 p9 0.76306 0.00965 79.1111 <0.0001

Based on the Wald test (as in Table 10), we removed the two factor loadings that were
also indicated in Tables 8 and 9 as not statistically significant. Therefore, the q4 variable
was removed from the pre-trial data set and the simulation was repeated.

Table 10. Wald test indication.

Wald Test for Pre-Trial Questionnaire Wald Test for Post-Trial Questionnaire

Stepwise Multivariate Wald Test Stepwise Multivariate Wald Test

Parm
Cumulative Statistics Univariate

Increment Parm
Cumulative Statistics Univariate

Increment

Chi-
Square DF Pr >

ChiSq
Chi-

Square
Pr >

ChiSq
Chi-

Square DF Pr >
ChiSq

Chi-
Square

Pr >
ChiSq

p4 3.3704 1 0.0664 3.3704 0.0664 p2 1.6603 1 0.1976 1.6603 0.1976

In Figure 8, the two path diagrams for the pre-trial data set are displayed before and
after modification option. The q4 variable did not load on F1 (social–economic factor) and
CFI improved from 0.94 to 0.97, which indicates a better fit.

Furthermore, from the above path diagrams we may conclude that there was a weak
correlation between the two latent factors. A synthesis of the performance indicators is
shown in each diagram that reveals that apart from CFI and chi-square that decreased, the
other indicators remained unchanged. In Figure 9, the two path diagrams for the post-trial
data set are displayed before and after modification. At first sight, we noticed that the
chi-square was much larger than in the previous model.

However, when q2 was removed from the post-trial data set, the performance indica-
tors did not improve. On the contrary, RMSEA and SRMR increased by 0.01. In addition to
the performance indicators that are displayed along with the path diagrams, all indicators
are displayed in Table 11 for the two models with and without modification indicated by
the Wald test. Some other modifications were suggested by the Lagrange Multiplier test,
but they were not reasonable from the theory point of view.

Furthermore, two hierarchical models were created for the two data sets. These
complex models allowed us to insert a new latent variable ‘Awareness’ that could be
affected by social–economic and behavioral factors (as in Figures 10 and 11). In the second-
order CFA model, social–economic and behavioral factors were the first-order latent factors,
while awareness was the second-order latent factor. The first-order factors acted as an
intermediary layer between the second-order factor and observed variables. On the contrary,
in the case of the bi-factor model, the observed variables loaded on two factors (one group
and one general factor).
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Figure 8. Path diagrams for the data set of the pre-trial questionnaire (a) initial (b) after modification.

Figure 9. Path diagrams for the post-trial questionnaire data set (a) initial (b) after modification.
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Table 11. Performance indicators of the first-order CFA model.

Index Category Performance Indicator PRE PREq4 POST POSTq2

Absolute Index Fit Function 0.0162 0.0077 0.1418 0.1379

-

Chi-Square 68.74 32.53 485.33 471.88
Chi-Square DF 13 8 26 19

Pr > Chi-Square <0.0001 <0.0001 <0.0001 <0.0001
Z-Test of Wilson and Hilferty 5.8077 3.7435 17.9693 17.8397

Hoelter Critical N 1377 2017 275 219
Root Mean Square Residual (RMR) 0.4779 0.5003 8.2502 9.0782

Standardized RMR (SRMR) 0.0241 0.0189 0.0443 0.0486
Goodness of Fit Index (GFI) 0.9955 0.9974 0.9701 0.9674

Parsimony Index Adjusted GFI (AGFI) 0.9902 0.9933 0.9482 0.9382

-

Parsimonious GFI 0.6162 0.5320 0.7006 0.6564
RMSEA Estimate 0.0318 0.0269 0.0719 0.0835

RMSEA Lower 90% Confidence Limit 0.0247 0.0177 0.0663 0.0770
RMSEA Upper 90% Confidence Limit 0.0394 0.0369 0.0775 0.0901

Probability of Close Fit 1.0000 1.0000 <0.0001 <0.0001
ECVI Estimate 0.0234 0.0138 0.1530 0.1479

ECVI Lower 90% Confidence Limit 0.0181 0.0105 0.1331 0.1282
ECVI Upper 90% Confidence Limit 0.0304 0.0189 0.1750 0.1697

Akaike Information Criterion 98.74 58.53 523.33 505.88
Bozdogan CAIC 209.00 154.08 658.96 627.23

Schwarz Bayesian Criterion 194.00 141.08 639.96 610.23
McDonald Centrality 0.9934 0.9971 0.9351 0.9360

Incremental Index Bentler Comparative Fit Index 0.9440 0.9744 0.9125 0.9141

-

Bentler-Bonett NFI 0.9323 0.9665 0.9082 0.9110
Bentler-Bonett Non-normed Index 0.9095 0.9519 0.8788 0.8734

Bollen Normed Index Rho1 0.8907 0.9372 0.8728 0.8688
Bollen Non-normed Index Delta2 0.9444 0.9745 0.9127 0.9142

James et al. Parsimonious NFI 0.5772 0.5155 0.6559 0.6182

Comparable results were obtained with the second-order CFA for the pre-trial data
set, whereas better results were obtained with the bi-factor model for the post-trial data set,
improving CFI from 0.91 to 0.97, SRMR from 0.04 to 0.03, and RMSEA from 0.07 to 0.05.

The challenge with CFA models and small data sets is that the model can perform
well only for a single data set. However, when the data set is large, it can be divided into
subsets, and the CFA models can be run on each of them to check whether the model is
capable of generalizing different data sets or if it just capitalizes on chance in a data set.
The size of the data set must have enough statistical power that can be tested using the
degrees of freedom of the model and the sample size. With 4232 observations and DF = 8,
the statistical power was 0.99, while with 1058 observations, the statistical power was 0.83,
which was higher than 0.8, indicating the reliable statistical power of the data sample.
Thus, the 4232 observations of the pre-trial data set were divided into four data subsets of
1058 observations each creating the first, second, third and fourth data subsets as in Table 12.
We noticed that with smaller data sets, the chi-square was smaller, and the probability was
even smaller than 0.05, which confirmed the null hypothesis that the theoretical model fit
the data. This is a proper demonstration of the fact that the chi-square is sensitive to the
data sample size and is not always reliable to indicate an adequate fit to data, especially
when the data set is large (as the pre-trial data set).
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Figure 10. Path diagrams for the pre-trial questionnaire data set (a) second-order, (b) bi-factor.

Figure 11. Path diagrams for the post-trial questionnaire data set (a) second-order, (b) bi-factor.
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Table 12. Results with different data sets.

- - Complete
Data Set 1st Subset 2nd Subset 3rd Subset 4th Subset

Absolute Index Fit Function 0.0077 0.0219 0.0131 0.0071 0.0109

-

Chi-Square 32.53 23.1501 13.8552 7.5028 11.4965
Chi-Square DF 8 8 8 8 8

Pr > Chi-Square <0.0001 0.0032 0.0856 0.4835 0.1751
Z-Test of Wilson and Hilferty 3.7435 2.7168 1.3721 0.0397 0.9375

Hoelter Critical N 2017 709 1184 2185 1426
Root Mean Square Residual

(RMR) 0.5003 0.6682 0.5539 0.4711 0.7003

Standardized RMR (SRMR) 0.0189 0.0296 0.0239 0.0166 0.0226
Goodness of Fit Index (GFI) 0.9974 0.9927 0.9956 0.9976 0.9965

Parsimony
Index Adjusted GFI (AGFI) 0.9933 0.9808 0.9884 0.9938 0.9907

-

Parsimonious GFI 0.5320 0.5294 0.5310 0.5321 0.5314
RMSEA Estimate 0.0269 0.0423 0.0263 0.0000 0.0203

RMSEA Lower 90% Confidence
Limit 0.0177 0.0228 0.0000 0.0000 0.0000

RMSEA Upper 90% Confidence
Limit 0.0369 0.0630 0.0490 0.0346 0.0444

Probability of Close Fit 1.0000 0.7037 0.9580 0.9978 0.9822
ECVI Estimate 0.0138 0.0467 0.0379 0.0319 0.0356

ECVI Lower 90% Confidence
Limit 0.0105 0.0365 0.0324 0.0324 0.0324

ECVI Upper 90% Confidence
Limit 0.0189 0.0641 0.0516 0.0419 0.0482

Akaike Information Criterion 58.53 49.1501 39.8552 33.5028 37.4965
Bozdogan CAIC 154.08 126.6839 117.3890 111.0365 115.0303

Schwarz Bayesian Criterion 141.08 113.6839 104.3890 98.0365 102.0303
McDonald Centrality 0.9971 0.9929 0.9972 1.0002 0.9983

Incremental
Index Bentler Comparative Fit Index 0.9744 0.9433 0.9754 1.0000 0.9870

-

Bentler-Bonett NFI 0.9665 0.9180 0.9452 0.9711 0.9596
Bentler-Bonett Non-normed Index 0.9519 0.8938 0.9539 1.0038 0.9757

Bollen Normed Index Rho1 0.9372 0.8463 0.8973 0.9459 0.9242
Bollen Non-normed Index Delta2 0.9745 0.9448 0.9761 1.0020 0.9873

James et al. Parsimonious NFI 0.5155 0.4896 0.5041 0.5179 0.5118

6. Conclusions

Very good results in terms of performance indicators from each category (absolute,
parsimony and incremental indexes) were obtained for the pre-trial data set with over
4000 respondents, especially when the q4 variable was removed (CFI = 0.97, SRMR = 0.02,
RMSEA = 0.03), whereas the results for the post-trial data set were acceptable without
excluding variables q2 (CFI = 0.91, SRMR = 0.04 and RMSEA = 0.07). Thus, the modification
indications must be tested, and should be in line with the theory that underlies the model.

By considering smaller data subsets, we demonstrated that the chi-square is sensitive
to sample size. Furthermore, applying CFA for smaller data sets proved that the model is
able to generalize and provide a reliable solution for various data sets.

Implementing more complex hierarchical models brough better or comparable results
for both the pre-trial data set (second-order CFA) and the post-trial data set (bi-factor
model).

The analyses will be continued as future work with tests of more complex models
such as the structural equation model to make further predictions and to understand the
relationship among the latent factors.
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