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Abstract: Twitter is one of the largest social networking platforms, which allows users to make
friends, read the latest news, share personal ideas, and discuss social issues. The huge popularity of
Twitter mean it attracts a lot of online spammers. Traditional spam detection approaches have shown
the effectiveness for identifying Twitter spammers by extracting handcrafted features and training
machine learning models. However, such models need knowledge from domain experts. Moreover,
the behaviors of spammers can change according to the defense strategies of Twitter. These result
in the ineffectiveness of the traditional feature-based approaches. Although deep-learning-based
approaches have been proposed for detecting Twitter spammers, they all treat each tweet equally,
and ignore the differences among them. To solve these issues, in this paper, we propose a new
attention-based deep learning model to detect social spammers in Twitter. In particular, we first
introduce the state-of-the-art pretraining model BERTweet for learning the representation of each
tweet, and then use the proposed novel attention-based mechanism to learn the user representations
by distinguishing the differences among tweets posted by each user. Moreover, we take social
interactions into consideration and propose that a graph attention network is used to update the
learned user representations, to further improve the accuracy of identifying spammers. Experiments
on a publicly available, real-world Twitter dataset show the effectiveness of the proposed model,
which is able to significantly enhance the performance.

Keywords: attention mechanism; graph attention network; BERTweet pretrained model; social spam
detection

1. Introduction

With the increasing popularity of online social platforms, such as Twitter and Facebook,
more and more people use them to communicate with families and friends, read the latest
news, share personal ideas with others, and discuss social issues. Twitter is one of the
largest online social platforms. In the forth quarter report of Twitter in 2021, the number of
global monetizable daily active users (mDAU) on Twitter amounted to 217 million users [1].
Due to the huge popularity, it has become a target of online spammers to disseminate
fake news, online ads, and even illegitimate content. Thus, it is essential and urgent to
automatically detect such illegitimate users and delete their posts quickly.

Towards this goal, many approaches have been proposed in recent decades, especially
extracting handcrafted features to train a machine learning model [2–4]. Such approaches
suffer from several drawbacks. For example, extracting relevant features usually requires
the experiences of domain experts. Moreover, these features are fixed, which cannot work
when the spammers change their spamming strategies. To address these issues, deep-
learning-based approaches have been recently proposed [5–7], such as using convolutional
neural networks (CNN) [7] and recurrent neural networks (RNN) [6]. One of the advantages
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of incorporating deep learning techniques is to automatically learn feature representations
from raw tweets, instead of extracting handcrafted features.

Recently, researchers also use advanced techniques, such as attention mechanisms
working with deep learning models, to detect social spammers or socialbots [8,9].
TextSpamDetector [8] uses an attention mechanism to assign a weight to a word in a
sentence to identify whether a tweet is spam or not, i.e., tweet-level spam detection, instead
of user-level spam detection. We take Figure 1 as an example. The goal of TextSpamDetector
is to assign a binary label to each tweet. However, for user-level spam detection, our goal is
to determine whether the user “Designer Imposters” is a spammer or not. Thus, the setting
of these two tasks are different.

DeepSBD [9] is the representative user-level spam detection work, which aims to
aggregate different types of features via an attention mechanism, including profile, temporal
behavior, activity sequence behavior, and content behavior. When learning the content
feature, DeepSBD first extracts each tweet representation as a 2D word-embedding matrix
using Glove vectors [10], then concatenates all the tweet matrices posted by a user as a 3D
matrix, and finally, a CNN is applied through an attention layer to learn content-based, low-
level contextual feature representation. Although this approach can improve the prediction
performance via using an attention mechanism on low-level features learned by the CNN, it
does not distinguish the importance of individual tweets when learning the content feature
representation of each user. Next, an example is used to illustrate why we need to take the
importance of individual tweets into consideration.

Figure 1. An example of a Twitter spam user. This user posted five tweets, but not all tweets
contribute equally when we identify whether it is a spammer or a legitimate user.

Figure 1 shows an example of a Twitter spam user who published five tweets. Among
all the five tweets, we can observe that there are three tweets marked in red color having
the spamming behaviors, and the remaining two tweets are normal ones. When we infer
whether the user “Designer Imposters” is a spammer or a legitimate user, the contribution
of three tweets marked in red is much larger than that of the remaining two tweets. This
example clearly demonstrates the necessity of learning different importance score for each
tweet posted by each user.

In addition, one of the major characteristics of online social platforms is to allow
users to interact with others. A common interaction is the following relation. To avoid
being detected by platforms, spammers usually mimic the behaviors of legitimate users
through following others and posting tweets, which can attract more followers who are
legitimate users. Thus, only analyzing following relations among users may lead to the



Electronics 2022, 11, 1129 3 of 15

failure of existing work to detect social spammers. To solve this issue, we follow our
previous work [4] and use the interaction graph to capture the social relations among
users. Intuitively, legitimate users seldom mention spammers or retweet their posts, but
spammers frequently do these. The challenge here is how to use the social interaction graph
and users’ posts simultaneously for accurately identifying spammers.

To solve this challenge, in this paper, we propose a new spam detection model, called
ASpamDetector, which uses novel attention mechanisms to automatically learn different
weights for different tweets and learn user representations via graph attention network
when detecting spammers. Additionally, we introduce a state-of-the-art pretraining model
with a large number of Twitter datasets, named BERTweet [11], to learn the feature represen-
tation for each tweet. In particular, ASpamDetector first learns feature representations for
tweets with the pretrained BERTweet. ASpamDetector then aggregates all the learned tweet
representations to obtain the user representation with the proposed attention mechanism.
To incorporate the social interactions among users, the learned user representations are
then taken as the inputs of graph attention network [12]. Specifically, we consider the
frequency between a pair of users to learn graph attention weights. Finally, the updated
user representation is used to predict whether this user is a normal user or a spammer.

In summary, the contributions of this paper are listed as follows:

• To the best of our knowledge, we are the first to distinguish the importance of different
tweets when conducting spam detection.

• We propose a new model, named ASpamDetector, which incorporates the pretraining
model BERTweet. Moreover, we design an attention mechanism to automatically learn
the weight for each tweet and propose a frequency-based graph attention network to
learn accurate structure-based user representations.

• We conduct experiments on a publicly available and real-world Twitter dataset to
show the effectiveness of the proposed model compared with state-of-the-art baselines.

The rest of this paper is structured as follows: Section 2 briefly discusses the related
works on spam detection in Twitter. Section 3 gives the details about the proposed model
ASpamDetector. The experimental evaluation of the method is discussed in Section 4.
Section 5 concludes the paper by summarizing the contributions and future work.

2. Related Work

In this section, we briefly summarize the work in social spam detection and divide the
work in two categories: feature-based approaches and deep-learning-based approaches.

2.1. Feature-Based Social Spam Detection

Traditional social spam detection approaches mainly use handcrafted features, ex-
tracted based on expert knowledge from user tweets and following relations [13]. The
features include text-based features, URL/hashtag features, user profile features, and
so on, which are used to train a classifier using traditional supervised machine learning
approaches, such as decision tree, logistic regression, random forest, and support vector ma-
chines. For example, Zheng et al. [14] extracted features from text messages and the social
behavior of users and used the SVM algorithm with the labeled dataset to detect spammers.
In [2], Zhu et al. proposed a supervised matrix factorization method for spammer detection,
which exploited both social activities as well as users’ social relations. Hu et al. [3] pro-
posed an optimization formulation that models the social network and content information
in a unified framework to perform social spammer detection in microblogging. In [15],
Sohrabi et al. designed an spam filtering system to detect and filter malicious content,
which exploits some exploration methods and optimization algorithms with the extracted
features (i.e., the posts and comments). In our previous work [4], we proposed a generalized
classification framework (MVSD) by jointly integrating multiple-view information, (i.e.,
text, URL, and hashtag) to cope with different and variable strategies used by spammers.
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2.2. Deep-Learning-Based Social Spam Detection

Existing deep-learning-based approaches mainly focus on detecting tweet content
or tweet-level spam, instead of detecting spammer accounts, and they all directly apply
existing models to this task, such as wording embedding [16], long short-term memory
(LSTM) networks [17], and text convolutional neural networks (TextCNN) [18]. In [5], the
authors proposed to use paragraph vector modeling technique [16] to learn a Doc2Vec for
each tweet and then train a classifier based on fully connected layers with the softmax
function. To capture the sequential characteristics of tweets, Ban et al. [6] proposed the
use of Bi-LSTM (bi-directional long short-term memory), and Alom et al. [7] proposed
the use of TextCNN, that is proposed in [18]. TextSpamDetector [8] is a recent work that
uses an attention mechanism to detect tweet-level spam. Although TextSpamDetector uses
an attention mechanism, it assigns an attention weight to each word within the tweet. In
our proposed approach, we use BERTweet, which uses self-attention mechanism to learn
word-level attention weights. In addition, we propose the use of an attention mechanism to
learn weights to different tweets posted by the user. In fact, our approach can be considered
as a hierarchical attention mechanism.

For user-level social spam detection approaches via deep learning, DeepSBD [9] is
a representative attention-based mechanism to detect socialbots. This approach aims
to aggregate different types of features via an attention mechanism, including profile,
temporal behavior, activity sequence behavior, and content behavior. Learning the content
behavior is similar to our proposed content-based user representation learning. However,
this approach uses a CNN model to extract a 3D matrix as the content feature and then
applies an attention mechanism to assign an attention weight to each low-level feature
learned by CNN. In our proposed approach, we apply pretrained Twitter language model
BERTweet to learn tweet representations instead of Doc2Vec, Bi-LSTM, or CNN. Moreover,
we design an attention mechanism to distinguish the importance of different tweets and
propose the use of a state-of-the-art graph attention mechanism to learn structure-based
user representations on user interaction graph by considering interaction frequency. Thus,
our work is significantly different from all the existing work.

3. Methodology

In this section, we first introduce the dataset used in this paper and then describe the
overview of the proposed ASpamDetector, and the pretraining model BERTweet. Next, we
introduce the proposed attention mechanism to learn content-based user representations
and present the frequency-based graph attention network to learn structure-based user
presentations. Finally, a detector is used to predict the label of each user.

3.1. Dataset

In this paper, we used a real-world Twitter dataset, which is constructed by two
datasets, i.e., Twitter social honeypot dataset [19] and the Kwak’s dataset [20]. The Twitter
social honeypot dataset provides the ground truth label for each user, and the Kwak’s
dataset contains user tweets. When constructing the dataset, we first identified common
users in these two datasets and then extracted their corresponding tweets. Finally, we
filtered out non-English tweets. If the number of remaining tweets was larger than 1, then
we kept the user; otherwise, we removed this user from the dataset.

After obtaining the Twitter dataset, we then extracted the interaction graph among
these users. In particular, if a user, ui, mentioned or retweeted the tweets of another user, uj,
then there exists a directed interaction link from ui to uj. We also counted the frequency of
interactions from ui to uj, which is used in the proposed frequency-based graph attention
network (fGAT) in Section 3.4.

Next, we use an example to demonstrate the procedure of extracting the interaction
graph. Table 1 lists four tweets posted by two users. From the first tweet, we can extract
a interaction link between ChipotleTweets and CashApp, and we denote the interaction
frequency as 1. We ignore some tweets, such as the second tweet, since there is no interac-
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tion. From the third tweet, we can extract another interaction link from the user NEFF303
to ChipotleTweets. This user also retweeted the first tweet, then the interaction frequency
between NEFF303 and ChipotleTweets is 2. Figure 2 shows the interaction graph extracted
from the example listed in Table 1, and the graph visualization of the whole dataset is
shown in Figure 3.

Table 1. Example of extracting interaction graph.

TID User ID Tweet Content

1 ChipotleTweets Guac Mode is back until 3/31 + we are doing surprise $25K
$GuacMode drops w/@CashApp all week!

2 ChipotleTweets It’s time to switch up that order you’ve had since 2005

3 NEFF303 Holy moly guacamole this is amazing, pretty much just made my
entire week, thank you @ChipotleTweets

4 NEFF303 RT @ChipotleTweets Guac Mode is back until 3/31 + we are doing
surprise $25K $GuacMode drops w/@CashApp all week!

ChipotleTweets

CashApp NEFF303

1 2

Figure 2. The extracted interaction graph from the data in Table 1. The numbers on the edges denote
the interaction frequency between a pair of users.

Figure 3. Interaction graph among Twitter users. Each node represents a Twitter account, and each
edge represents the interaction between a pair of users. Note that the edge is directed and has a
associated frequency-based weight.
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3.2. Overview

Figure 4 shows the overview of the proposed ASpamDetector. Each tweet tn posted
by user uj contains N words. We first learn a tweet representation tn using the pretraining
model BERTweet, which will be introduced in Section 3.3.1. After obtaining each tweet-level
representation tn (n ∈ [1, N]), we then generate the content-based user representation,
uj, with the proposed attention mechanism, where each tweet will be assigned a learned
weight, αj,n, according to its importance. The proposed attention mechanism is introduced
in Section 3.3.2. Additionally, we propose the use of a graph attention network [12] to
model the social interactions and the corresponding interaction frequency to further learn
accurate structure-based user representations, u′j, which are introduced in Section 3.4.
Finally, a spam detector is used to classify u′j as a normal user or a spammer based on the
learned uj and u′j. Next, we introduce the details of each component.

t1

tn

tN

...
...

Tweets

Tweet 1

Tweet n

Tweet N

...
...

Tweet
Representation

uj

αj,1

αj,n

αj,N

Content-based 
Attention

Content-based User 
Representation
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Network
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Figure 4. Overview of the proposed ASpamDetector, which contains three key components: content-
based user representation learning, structure-based user representation learning, and detector.

3.3. Content-Based User Representation Learning

In this paper, we directly use the raw or original tweets as the input to learn content-
based user representation via the pretraining language model using Twitter data and an
attention mechanism.

3.3.1. BERTweet

BERTweet [11] is the first public large-scale pretrained language model for En-
glish tweets, which has the same architecture as BERTbase [21] and is trained using
the RoBERTa pretraining procedure [22]. Given a tweet, tn, containing N words, i.e.,
tn = [w1, w2, · · · , wN ], we first embed each word, wi, to a latent vector, wi, using the
pretrained word embeddings such as Word2Vec [23] or GloVe [10]. Then, a positional
embedding, pi, is introduced using wave frequency to capture positional information.
The concatenation of wi and pi is the input of BERTweet. Note that there is a special
symbol, [cls], which represents the whole tweet. Thus, the embedding of [cls] outputted by
BERTweet can be considered as the representation of the tweet, tn, i.e., tn ∈ Rdt .
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3.3.2. Content-Based Attention Mechanism

As discussed in Section 1, each tweet may contribute differently when we identify
spammers. To learn such differences, we propose the use of an attention mechanism to
automatically assign a weight, αj,n, to each tweet, tn, as follows:

αj,n = w>a (tanh(Wttn + bt)) + ba, (1)

where wa ∈ Rda , Wt ∈ Rda×dt , bt ∈ Rd
a , ba ∈ R are learnable parameters. Using

Equation (1), ASpamDetector can assign a weight to each tweet, and we can obtain a
weight vector, αj = [αj,1, · · · , αj,n, · · · , αj,N ]. We then normalize this vector using the
softmax function, as follows:

α′j,n =
exp(αj,n)

∑N
c=1 exp(αj,c)

. (2)

Based on the normalized attention weights α′j = [α′j,1, · · · , α′j,n, · · · , α′j,N ], we can learn
the content-based user representation for user uj, as follows:

uj =
N

∑
n=1

α′j,ntn. (3)

where uj ∈ Rdt . Based on the learned user representations, a natural way is to train a
classifier to predict the corresponding label. However, such a naive approach ignores the
importance of social interactions. Next, we introduce how to use social interactions to
update user representations.

3.4. Structure-Based User Representation Learning

Our previous work has shown the effectiveness of incorporating social interactions [4].
However, it uses optimization-based techniques to model the social relations as a regular-
ization term. Differently, in this paper, we propose the use of a more advanced technique to
model social interactions, which is graph neural network [24,25]. However, it is challenging
to directly apply state-of-the-art graph neural network models, such as graph convolutional
networks (GCNs) [26] and graph attention networks [12].

Intuitively, spammers aim to mimic the behaviors of legitimate users, and they will fre-
quently post tweets, mention other users, and retweet posts published by others, especially
legitimate and verified users who have a huge number of followers. However, legitimate
users seldom mention spammers and retweet their posts. Moreover, spammers collude
with their accomplices to construct the criminal communities for hiding themselves, and
many legitimate users may follow spammers out of courtesy [27]. In our dataset, about 7%
of legitimate users (217 among 3012) follow spammers back. Thus, the social interactions
are asymmetric in Twitter, which motives us to consider the direction of interaction relation
between a pair of users.

In addition, the frequency of interactions between a pair of users also influences
the user representation learning. In general, one user, uj, mentions an other user, uk,
multiple times, or retweets their tweets frequently, which indicates that user uj’s behaviors
are significantly influenced by those of user uk. Thus, when ASpamDetector learns the
representation of user uj, it is reasonable to assign a larger weight to user uk.

Based on these motivations, we propose a new frequency-based graph attention
network (fGAT), which takes interaction frequency into consideration when learning the
attention weight between a pair of users who have social interactions. In particular, let
Nj = {uj,1, · · · , uj,k, · · · , uj,K} represent the set of users that are mentioned by user uj
or whose tweets are retweeted by user uj, where the size of directly interacted or first-
order neighbors is K. Note that uj ∈ Nj. We then follow the graph attention network
to learn attention weight for each neighbor. However, we also consider the interaction
frequency between them. Let aj = [aj,1, · · · , aj,k, · · · , aj,K] denote the frequency vector,
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where ∑K
k=1 aj,k = 1 and aj,k is the relative frequency, by normalizing the natural logarithm

of the real frequency.
fGAT first maps the content-based user representations uj and uj,k ∈ Nj to latent

representations as follows:
hj = Whuj, hj,k = Whuj,k, (4)

where Wh ∈ Rdh×dt is the parameter, and uj,k is the content-based neighbor user representa-
tion learned by Equation (3). To incorporate the social interaction into the proposed model,
we then learn the attention coefficient using the structural information by concatenating
the two latent representations using Equation (4) as follows:

ej,k = w>e [hj||hj,k], (5)

where we ∈ R2dh is the parameter, and || denotes the concatenation operation. After
obtaining the attention coefficients, we need to normalize them by applying the LeakyReLU
nonlinearity (with negative input slope as 0.2), as follows:

e′j,k =
exp(LeakyReLU(ej,k))

∑c∈Nj
exp(LeakyReLU(ej,c))

. (6)

The proposed fGAT considers not only the learned attention coefficient but also the
interaction frequency to update user representations. Then, we propose to calibrate the
learned attention weights using the relative frequency aj, as follows:

β j,k =
e′j,k ∗ aj,k

∑c∈Nj
e′j,c ∗ aj,c

. (7)

Based on the frequency-based attention weights, we can obtain the structure-based
user representation, as follows:

u′j = σ(
K

∑
k=1

β j,khj,k) = σ(
K

∑
k=1

β j,kWhuj,k), (8)

where σ() is the nonlinear function, and we use sigmoid in this paper.
Note that, following [12], we also use multi-head attention mechanism [28] to boost

the learning of structure-based user representations. Specifically, P-independent atten-
tion mechanisms execute the transformation of Equation (8), and then their features are
concatenated, resulting in the following output feature representation:

u′j = ||
P
p=1σ(

K

∑
k=1

β
p
j,kWp

huj,k) (9)

Since the concatenation operation for the final (prediction) layer is not sensible, we
then average all the representations as follows:

u′j = σ(
1
P

P

∑
p=1

K

∑
k=1

β
p
j,kWp

huj,k). (10)

3.5. Social Spam Detector

The outputs from the proposed fGAT are the structure-based user representations
[u′1, · · · , um, um+1, · · · , uM], where M is the total number of users, and m denotes the
number of labeled users. For each user, we can predict a label distribution, as follows:

ŷj = softmax(Wyσ(Wp[Wou′j||Wquj] + bp) + by), (11)
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where Wy ∈ R2×dy , by ∈ R2, Wp ∈ Rdy×de , bp ∈ Rdy , Wo ∈ Rde×dh , and Wq ∈ Rde×dt are
parameters. Note that, in the prediction stage, we use both the learned content-based user
representation, uj, and the structure-based user representation, u′j, by mapping them to the
same space first and then concatenating them together. Finally, a softmax function is used
upon the nonlinear transformation to learn the label distribution ŷj.

In the model parameter learning, we only calculate the cross entropy (CE) loss on the
training data, as follows:

L =
1
m

m

∑
j=1

CE(yj, ŷj), (12)

where yj (j ∈ [1, m]) is the one-hot ground truth vector. After training all the data, we
can directly estimate the labels for unlabeled data, [um+1, · · · , uM], based on the learned
[ŷm+1 · · · , ŷM].

4. Experiments

In this section, we first describe the experimental settings and then show the experi-
mental results compared with baselines.

4.1. Experiment Settings

We first introduce the dataset that is used in the experiments, then describe state-
of-the-art baselines for social spam detection, provide the implementation details of the
proposed ASpamDetector, and finally present the evaluation metrics.

4.1.1. Data Statistics

In Section 3.1, we introduced how we create the dataset. We finally obtain 7450 users
in our dataset and randomly split the dataset into training and testing sets with the ratio
7:3. The statistics of our dataset are shown in Table 2.

Table 2. Statistics of our dataset.

Item Number

Number of spammers 4438
Number of legitimate users 3012
Number of tweets 15,025
Maximum number of tweets posted by a user 85
Minimum number of tokens in a tweet 3
Maximum number of tokens in a tweet 46

4.1.2. Baselines

The major goal of this work was to automatically identify social spammers by an-
alyzing Twitter data. Towards this goal, we used the following approach as a baseline
compared with the proposed ASpamDetector. In particular, we divided the baselines into
two categories. One comprises the traditional social spam detection approaches, which
need to use handcrafted features as the inputs. The other comprises deep-learning-based
approaches and takes raw data as the inputs.

For feature-based approaches, we need to extract the feature matrix X for labeled
users and X′ for unlabeled users first from tweets via the tf-idf vectorizer in the scikit-learn
package, where the min_df parameter is set as 20. Finally, we obtain 4144 features. We use
the following four feature-based approaches as baselines:

• SVM: We directly train a classifier on the content matrix X using support vector
machines (SVM) and then apply it on the unlabeled data X′ to make predictions.

• SMFSR [2]: This approach uses the matrix factorization technique on the concatenated
X and X′, which is guided by the social relationship graph and the label information.
Through jointly optimizing matrix factorization and social regularization term, we can
train a classifier, which is further used to predict the unlabeled users.
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• SSDM [3]: SSDM employs a directed Laplacian formulation to model the social
network and then integrates the network information into a sparse supervised formu-
lation for the modeling of content information. After obtaining the classifier, SSDM
makes prediction on X′.

• MVSD [4]: MVSD is our previous work, which uses multiple types of information for
detecting spammers. In this experiments, besides of using the content matrix X, we
also use URL and hashtag information as the inputs.

Existing deep-learning-based approaches mainly focus on detecting tweet-level spam
instead of user-level spam. To make the comparison fair, we modify existing approaches by
aggregating each tweet representation via averaging to learn a user representation, which is
used to train a classifier and then make predictions. We use the following four approaches
as baselines:

• Doc2Vec [5]: This approach applies the paragraph vector modelling technique [16]
to learn a tweet-level representation. We then averaged all the tweet representations
published by the same user to train a user-level classifier.

• Deep-learnt [6]: This approach first uses Word2Vec [23] to learn embeddings for
words and then applies Bi-LSTM (bi-directional long short term memory [17]) to learn
tweet-level representations. After obtaining the representations, we use the same way
as Doc2Vec to train the classifier and make predictions.

• TextCNN [7]: This approach proposes to convolutional neural network (CNN) to
learn the representation of each tweet, following [18]. Then, the averaging tweet
representations treated as user representations are used to learn the classifier and
predict labels.

• DeepSBD [9]: This approach uses the Glove vectors to form a 2D matrix to represent
each tweet, and all the tweet posted by a user can be represented by a 3D matrix.
A CNN model is applied on this 3D matrix with low-level attention mechanism to
learn a user representation, which is used to predict the corresponding label.

4.1.3. Implementation Details

For all the deep-learning-based models, we implement them in PyTorch [29] and
train them on an Ubuntu 20.04 with 384 GB memory and an NVIDIA RTX A6000 GPU.
The batch size is set to 16 for all the methods. The parameter dt = 768, which is the
same as BERTweet. We set P = 4 in the experiments, i.e., we use four attention layers to
learn structure-based user representations. We use grid search technique to determine the
values of other parameters, and finally, we have dh = 256, dy = 64, and de = 128. The
dropout technique [30] is used in the final prediction layer, and the dropout rate is set to
0.5. AdamW [31] is used to optimize the proposed ASpamDetector, and the learning rate is
set to 1.e− 5.

4.1.4. Evaluation Metrics

Following existing work [4–6], we use precision, recall, and F1 scores as the evaluation
metrics. In particular, we run each baseline and the proposed ASpamDetector five times
and report the averaging values.

4.2. Performance Evaluation

To thoroughly evaluate the proposed ASpamDetector, we aim to answer the following
research questions in our experiments:

• RQ1: Does the proposed ASpamDetector outperform state-of-the-art baselines?
• RQ2: Is the proposed content-based attention in the content-based user representation

learning component useful for spam detection?
• RQ3: In the structure-based user representation learning component, is using the

interaction graph helpful for improving the performance? Is considering the frequency
of user interactions helpful for improving the performance?
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• RQ4: Is concatenating the two kinds of user representations essential in the detector
component?

4.2.1. Performance Comparison (RQ1)

Table 3 shows the performance of different approaches on the Twitter dataset. We
can observe that the proposed ASpamDetector achieves the best performance in terms of
precision, recall, and F1 score. Among the four feature-based baselines, we can observe
that MVSD achieves the best results. The reason is that MVSD utilizes extra information
to learn accurate latent user features. Moreover, all the remaining three methods perform
worse than deep learning baselines. These results show that deep-learning-based models
are more suitable for social spam detection.

Table 3. Performance evaluation on the Twitter dataset. We report the average scores under five runs.

Category Method Precision Recall F1

Feature-based

SVM 0.644 0.802 0.714
SSDM 0.684 0.883 0.771
SMFSR 0.741 0.891 0.809
MVSD 0.801 0.847 0.823

Deep Learning

Doc2Vec 0.767 0.861 0.811
Deep-learnt 0.798 0.852 0.824
TextCNN 0.809 0.832 0.820
DeepSBD 0.845 0.863 0.854
ASpamDetector 0.886 0.908 0.897

For deep-learning-based approaches, Doc2Vec only uses a naive approach to learn
user representations and treats each word in a tweet as independent with others. However,
Deep-learnt uses Bi-LSTM and TextCNN uses the convolutional operation to capture
the inner relationships among words within each tweet. Thus, they can achieve better
performance compared with Doc2Vec. DeepSBD achieves the best performance among
all the baselines, which also applies CNN to extract tweet representations and then uses
attention techniques to learn better user representations. However, its performance is still
worse than that of the proposed ASpamDetector in terms of all the metrics. The proposed
ASpamDetector not only uses an attention mechanism to distinguish the importance of
different tweets but also utilizes the frequency-based graph attention network to learn
structure-based user representations. These more advanced techniques help the proposed
ASpamDetector significantly improve the performance.

The experimental results shown in Table 3 can clearly validate the effectiveness of
the proposed approach ASpamDetector for detecting social spam. Next, we use ablation
studies to demonstrate the importance and contributions of attention mechanisms used in
ASpamDetector.

4.2.2. Content-Based Attention Evaluation (RQ2)

One of the key motivations is that the importance of different tweets contributing to
the user representation should be different. To validate this assumption, we conduct the
following experiments and use BERTweetavg and ASpamDetectorcon−avg as the baseline.

• BERTweetavg: For each tweet, we first learn its representation, tn, and then average all
the tweet representations from the same user as the user representation, i.e., α′j,n = 1

N
in Equation (3). The learned user representations are directly used for training the
classifier.

• ASpamDetectorcon−avg: We first learned the content-based user representations using
BERTweetavg, but the other parts are the same as ASpamDetector.

Table 4 shows the performance comparison between BERTweetavg,
ASpamDetectorcon−avg and ASpamDetector. We can observe that the performance
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of BERTweetavg is the worst, but it is better than other deep-learning-based approaches,
as shown in Table 3, which demonstrates the effectiveness of applying BERTweet for
detecting spammers on Twitter. Compared to ASpamDetector, removing the content-based
attention mechanism indeed reduces the performance. Thus, the proposed content-based
attention mechanism is useful. However, the comparison between ASpamDetectorcon−avg
and ASpamDetectorcon in Table 5 confirms that using the interaction graph is more helpful
compared with distinguishing the importance of tweets.

Table 4. Validating the importance of the proposed content-based attention mechanism.

Method Precision Recall F1

BERTweetavg 0.813 0.847 0.830
ASpamDetectorcon−avg 0.854 0.889 0.871
ASpamDetector 0.886 0.908 0.897

In addition, we used a case study to show the learned weights by the proposed
ASpamDetector on the data shown in Figure 1. The ground truth label of this user is
spammer. There are five tweets, and we allocate an ID to each tweet according to the post
date in a ascending order. The first tweet was posted on 23 July 2009, and the fifth tweet
was posted on 11 August 2009. Figure 5 shows the learned weight of each tweet. We can see
that the weights of the first, second, and forth tweets are greater than those of the third and
fifth ones, especially the weights of the second and forth tweets. This case study validates
that the proposed content-based attention mechanism can automatically assign accurate
weights to the corresponding tweets.
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Figure 5. Attention weights learned by the proposed ASpamDetector for the example in Figure 1.

4.2.3. Structure-Based User Representation Learning Evaluation (RQ3)

(1) Interaction graph evaluation: Different from most existing deep-learning-based
work, we propose the use of the interaction graph among users to boost the detection
performance. To validate the usefulness of this graph, we conduct the following experiment.
We first use BERTweet to learn each tweet’s representation and then use the content-based
attention mechanism to learn user representations, which are directly used as the input of
the social spam detector to train the model. This baseline is denoted as ASpamDetectorcon,
and Table 5 lists the results. We can observe that discarding the structure-based user
representation learning module (Section 3.4), the values of all the metrics drop (precision—
4.2%; recall—3.6%; F1 score—3.9%). These results show that introducing the structure
information into spam detection models is essential. Additionally, we can observe that
ASpamDetectorcon outperforms DeepSBD, as shown in Table 3, which demonstrates that
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using BERTweet and the content-based attention mechanism is better than applying the
Glove embeddings and CNN-based attention mechanism for social spam detection task.

Table 5. Validating the importance of using the interaction graph.

Method Precision Recall F1

ASpamDetectorcon 0.849 0.875 0.862
ASpamDetector 0.886 0.908 0.897

(2) Frequency-based graph attention evaluation: Another advantage of the proposed
ASpamDetector is to take the interaction frequency into consideration to calibrate the at-
tention coefficients with Equation (6). Now, to evaluate the importance of the interaction
frequency factor, we set the relative frequency to aj,k = 1

K , i.e., all the interaction edges
have the same weights. This baseline is denoted as ASpamDetector f re−avg. Table 6 lists
the results, and we can see that the performance drops, which confirms the effective-
ness of the proposed frequency-based attention in graph attention network. Comparing
ASpamDetector f re−avg with ASpamDetectorcon−avg, we can find that the content-based at-
tention may be more helpful for boosting the prediction performance since removing the
content-based attention makes F1 score drop about 2.9%, but the F1 score drops 2.0% when
removing the frequency-based attention from the proposed ASpamDetector.

Table 6. Validating the importance of the proposed frequency-based attention mechanism in the
graph attention network.

Method Precision Recall F1

ASpamDetector f re−avg 0.865 0.894 0.879
ASpamDetector 0.886 0.908 0.897

4.2.4. Evaluation of User Representation Concatenation in Detector (RQ4)

In the proposed ASpamDetector, we propose that the learned content-based and
structure-based user representations are concatenated together to make predictions. To val-
idate this benefit of such a design, we use ASpamDetectorstr as a baseline, which only uses
the learned structure-based user representations. The results are shown in Table 7. We can
still observe the performance drop compared with ASpamDetector. However, the perfor-
mance drop is sightly comparable with ASpamDetectorcon−avg and ASpamDetector f re−avg,
which again confirms the reasonableness of the proposed two novel attention mechanisms.

Table 7. Validating the importance of the concatenation of the learned content-based and structure-
based user representations.

Method Precision Recall F1

ASpamDetectorstr 0.878 0.903 0.890
ASpamDetector 0.886 0.908 0.897

5. Conclusions

In this paper, we propose that BERTweet is applied to learn tweet representations, and
we propose that attention mechanisms are used to distinguish the importance of tweets
posted by the same user. Then, the learned tweet representation and the corresponding
weights are used to generate the content-based user representations. Additionally, we
consider to use the social interactions among users to learn structure-based user representa-
tions. Specifically, we propose the use of the frequency of interactions between a pair of
users to calibrate the learned attention coefficients by the graph attention network. Finally,
the proposed ASpamDetector takes both the learned content-based and structure-based
user representation as the inputs to make predictions. We conducted several experiments
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on a real-world Twitter dataset, and the experimental results clearly demonstrate the
effectiveness of the proposed ASpamDetector for the social spam detection task. Our exper-
imental results show that the use of the interaction graph is the most dominant factor in
boosting the prediction performance, and the content-based attention is more helpful than
the frequency-based attention in this task.

In this work, we did not take URLs in each tweet into consideration, which were
proven to be a key factor in detecting social spammers in our previous work [4]. Addition-
ally, when learning the structure-based user representation learning using Equation (5), we
ignored the users’ types (i.e., spammer or legitimate user) and treated all the neighbors
equally. In fact, if user uj and its neighbor uj,k have the same label, then the attention weight
between them may be larger than the neighbors with different labels. In the future, we will
consider multiple types of information and design more advanced attention mechanisms
and graph learning techniques to further improve the detection performance.
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The following abbreviations are used in this manuscript:

LSTM long short-term memory network
TextCNN text convolutional neural network
Bi-LSTM bi-directional long short-term memory network
GCN graph convolutional network
GAT graph attention network
fGAT frequency-based graph attention network
SVM support vector machines
SMFSR supervised matrix factorization method with social regularization
SSDM social spammer detection in microblogging
MVSD multi-view learning for social spammer detection
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