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Abstract: Manufacturers are struggling to use data from multiple products production lines to predict
rare events. Improving the quality of training data is a common way to improve the performance of
algorithms. However, there is little research about how to select training data quantitatively. In this
study, a training data selection method is proposed to improve the performance of deep learning
models. The proposed method can represent different time length multivariate time series spilt by
categorical variables and measure the (dis)similarities by the distance matrix and clustering method.
The contributions are: (1) The proposed method can find the changes to the training data caused
by categorical variables in a multivariate time series dataset; (2) according to the proposed method,
the multivariate time series data from the production line can be clustered into many small training
datasets; and (3) same structure but different parameters prediction models are built instead of one
model which is different from the traditional way. In practice, the proposed method is applied in a real
multiple products production line dataset and the result shows it can not only significantly improve
the performance of the reconstruction model but it can also quantitively measure the (dis)similarities
of the production behaviors.

Keywords: multivariate time series; categorical variables; Euclidian distance matrix; integrated
feature representation; autoencoder

1. Introduction

Manufacturers are grabbing big data to transform to advanced digital manufacturing
using statistical models or artificial intelligence (AlI) technology. Machine learning or deep
learning is tuned and tweaked to near-perfect performance in the lab but often fails to
solve actual problems in real factory floor settings. The way we train Al is fundamentally
flawed [1]. This phenomenon requires new ideas and technologies to support the less
“confident” Al models to turn them into “more responsible AI”. The performance of an
Al algorithm relies on the quality of data, but there is little research about how to choose
the right training data quantitatively. Prioritized efforts are needed to ensure proper data
quality over developing the machine learning algorithms [2]. Increased awareness of
data and pre-selecting good quality training data can help understand more about the
production and reduce the risk of lack understanding the “black box”. One big challenge is
figuring out what data are important as well as measuring the quality of data quantitatively.
To achieve this goal, domain knowledge from field experts and new technology are required
to measure how efficient and effective the training data input are.

The new data streams coming from different directions provided by the Internet
of Things (10T) make the problem more challenging. Today, manufacturers are getting
smarter sensors located in the machines generating multivariate time series data which
are the common form of data streams. Multivariate time series not only have a time-based
dimension but also a variable-based dimension. The variables can be continuous variables
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or categorical variables. However, difficulties are often caused by categorical variables since
they are not easily used to build a model. During the process of building a machine learning
model, a simple way is dropping the categorical variables which may cause insufficient use
of data [3,4].

Deep learning models are used for rare event prediction in the paper manufacturing
process [3]. The deep learning method is a one-stage method and it can perform well
in failure prediction. Feature extraction methods and support vector machine which are
supervised learning methods are used to predict the failures in a production line. The
features are median, standard deviation, and the relative distance between the abnormal
data and normal data [4]. To do feature engineering before training machine learning is a
two-stage method. However, they both drop all the categorical variables and keep all the
continuous variables to fit and train the model.

On a factory floor, since the failure data size is smaller compared to the size of the
“normal” dataset, the dataset is always imbalanced. For many applications requiring
supervised learning or semi-supervised learning, the key to fast and high-quality learning
is a well-balanced training dataset. If the imbalanced datasets are fed into the supervised
learning process, the algorithm often cannot provide satisfactory results. For imbalanced
datasets, we often rely on simulation models or data augmentation to get more failure data
to overcome the lack of positive data for supervised learning. The effective approaches
of resampling techniques [5,6] can work well on univariate time series; however, for
multivariate time series, there are few effective methods to generate more data which
do not bring big changes to the original data [3]. In this situation, carefully selecting the
training data is a way to improve the performance of machine learning algorithms.

With machine learning systems, the accuracy of real-world results from the model is
highly dependent upon the quality of the selected training data [7]. The research direction
of the training data selection algorithm and methods to improve data quality for machine
learning will significantly change in the very near future [8,9]. The better the understanding
of the training data, the better model we can choose to fit and test. Due to the challenges in
obtaining labels, supervised learning algorithms are less attractive for the task of anomaly
detection. Semi-supervised learning or unsupervised learning is becoming more popular.
The reconstruction model reduces the need for supervision. Autoencoder is an effective
deep learning model which can be used as a semi-supervised learning model as well as a
reconstruction model [10]. The reconstruction error is the element used to detect anomalies
or failures. If we use the reconstruction error method, the quality of the training data
is important.

Engineers from General Electric Company (GE) described the paper making process
as a multistage process [11]. For building the break indicator, they did data reduction,
variable selection, value transformation, and model generation. According to their expert
knowledge, some variables were selected but some were dropped to train the supervised
learning models. However, they did not remove paper grade variability. Their study shows
paper grade changes could cause significant changes in process variables. Bissessur et al.
did some work on monitoring the performance of the paper making process [12]. They built
a vibration-based condition monitoring system. The key data are the vibration signals. The
neural network classifier was built based on the vibration. Their work did not sufficiently
use information about paper grade or other signals from the paper machines.

The similarity of time series is often measured by distance [13,14]. A covariance matrix
is widely used for developing feature extraction methods. The property of high dimen-
sionality impacts the process of multivariate time series feature extraction. Traditional
methods such as principal component analysis (PCA) have some limitations in represent-
ing multivariate time series [15]. A representative set is defined as a special subset of an
original dataset which satisfies three main characteristics [16]. The model trained by the
representative dataset can perform better than models trained by the original dataset. It
shows that the feature representative matrix can help select the training data and improve
the model performance.
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In this study, we propose a training data selection method for a deep learning model
to predict anomalies. The proposed method can be used to improve the performance of the
deep learning model for the real production case dataset [3,17].

The rest of this article is organized as follows. Section 2 explains the overall procedure
of our proposed method which is about how to select the training dataset based on different
categorical variables in multivariate time series. Section 3 gives a real production case
study and evaluation of the performance of the proposed method. Finally, we conclude
and discuss our research work and give the future direction in Section 4.

2. The Proposed Method

In this section, the proposed method is presented. In Section 2.1, the basic notations
and definitions used in this paper is set up. In Section 2.2, we show the flowchart of overall
procedures of the proposed algorithm in this study. In Section 2.3, we give details of the
procedures of the method. Further information is provided in the following section.

2.1. Basic Notations
The basic notations and definitions are described in Table 1.

Table 1. The Description of the Notations.

Notation Description
X A multivariate time series
D Multivariate time series dataset
Cov The covariance matrix

The eigenvalue of covariance matrix
The eigenvector matrix of covariance matrix
The number of selected features
The feature matrix
Integrated feature matrix
Distance matrix

SR~ C >

(1) A multivariate time series can be denoted as:

X = (xq(t), x2(t), -+ xm(t)) @

where t = 1,2, -+, n. The size of matrix X is n x m and the matrix can be represented by:

41 %) - xu(l)
X x1:(2) xz:(Z) xm:(z) 2
xi(n) x(n) o xn(n)

n is the time dimension which is considered the length of the multivariate time series.
m is the variable dimension which stands for the number of sensors. Each column of matrix
X represents a univariate time series, each row represents a group of observed values for a
special time.

(2) A multivariate time series dataset can be denoted as:

D={Dy,D,...,Di} )

D, =X = (xi(t),xé(t),. ) .,xfn(t)),where i=1,2, ..., L; X!is a set of m univariate
time series with time length t. For any i and j, D; and D; represent for m-dimension time
series with time length t = n; and t = n;, D; and D; can be any length, n; # n; or n; = n;.

(3) The covariance matrix of X can be computed by

Coo(X) = E[(X = X) (X - X)] )
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COU(X) = . . . (5)
Oml Om2 - Omm

0jj is the covariance between the ith variable and the jth variable in X, Coy(X) is a
symmetric matrix, that is 0j; = 0j;.

(4) Through executing PCA on each covariance matrix to get the eigenvector matrix
and eigenvalues, it can obtain the eigenvalues A = [A1, Ay,..., Ay | and eigenvectors
U={l, U,..., Uy}, where Ay > Ay > ... > Ay . According to the value of A;, the
information contribution of the ith principal component and the order of the information
contribution can be known.

Thus, the multivariate time series D; can be represented by the feature matrix as

FE=F((i—-1m+1:im,:) (6)

The first k feature often selected to represent the original matrix is i = k. The feature
matrix is Fsxs, s = mL. F = (F, B, ..., Fy).
(5) After choosing the first k features, D; can be represented by the integrated feature matrix

Ry = F((i = 1)m~+1:im,1:k) @)

The multivariate time series dataset can be represented by the integrated feature
matrix R = (Ry, Ry, ..., Ry ), wherei=1,2,...,L.
(6) The Euclidean distance matrix of the integrated feature matrix RT can be repre-
sented as:
M = (dyj) )

dij =|| xi — xj %, where ||-|| denotes the Euclidean norm on RT

0dipdiz ... din
dr1 0dos ... doy
M= d31 dz 0 ... day )

dppdpdys ... 0

2.2. The Flowchart of Overall Procedures of the Proposed Method

Overall procedures of the proposed algorithm in this study are presented in Figure 1
and the details of the flowchart are explained.

First, the original dataset is spilt into different lengths of time series according to
different categorical variables. The categorical variables in practice often represents dif-
ferent products in a multiple products production line. The number of the small datasets
is equal to the number of categorical variables. Then, the data are spilt into positive and
negative data, “positive” stands for normal behavior and “negative” stands for abnormal
behavior. All the positive (y = 1) data are removed and the negative (y = 0) data are left.
After the standardization, the covariance matrix of each dataset is calculated. The mean of
the integrated covariance matrix is removed and PCA is applied to get the first k feature
representation. The feature matrix is composed together to get integrated feature matrix.
After obtaining the integrated feature matrix, the Euclidean distance matrix can be calcu-
lated. The different time length data samples can be represented by this distance matrix.
The (dis)similarity can be inferred from the distance directly. Hierarchical clustering can
show the clusters intuitively.

Second, the original dataset is spilt again and the training data are selected to train
autoencoders. They are separated into training data and test data. The semi-supervised
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training skills are used in the training process. At the end, the autoencoders have similar
structures but different reconstruction errors. That means the prediction models have
similar structures with different thresholds.

- - - - —_—— = -
| |
| A n n A A
| Categorical variable RerT_1<?ve standization ] Calculate coyarlance Ly moving PCA First K featqre |
| dataset 1 positive matrix mean Representation I
spilt | | categorical variable Remove Calculate covariance movin First K feat I
d | Equcatvar —> Ve L pf standization [P - ovariance 1y Ve Lyl pca p ure
Original ataset dataset 2 positive matrix mean Representation Integrated
dataset | | feature matrix
| |
| |
: Categorical variable Rerr?(?ve standization Calculate coyariance moving PCA First K featu‘re I
| dataset L positive matrix mean Representation |
e ]
r————-- A
| |
| | Cluster1 | v
| |
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Cluster 2 i i
| ¢ H|erach!ca| ¢ e
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| |
| |
L ]
____________________ 1
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-
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: | Traindata [ standardization | Iabgel |
| Dataset 1 according | » Autoencoder Reconstruction o| Prediction
Training | to cluserl Ll | Error1l model 1
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data | A || Testdata [ standardization | ovllanbgei: ass I
selection | Datastet T accozrdlng | | |
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| T |
I I |
: : | Traindata [~ standardization | MO\/|!1bgechass :
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| Rataset niaccording to I———> o | Reconstruction .| Prediction
| cluster n | | Autoencoder >
| Moving class || Errorn model n
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|
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Figure 1. The flowchart of overall procedures.

2.3. The Description of the Procedures in the Proposed Method

Algorithm: Selecting the training datasets to learn the prediction models

Input: multivariate time series dataset D

Output: prediction models

Step 1. Spilt the original multivariate time series dataset according to the categorical
variables. Then, we can get different time length multivariate time series samples D;.

Step 2. Remove all the positive data which are labeled y = 1 in every data sample.
All the remaining data are negative data which are labeled y = 0. They are considered as
normal behavior data.

Step 3. Standardized multivariate time series D;, eliminate the scale influence between
the components. D; = zscore(D;) for any variable x;, the standardization is x; = (x; —
u;)/0;, where u; and o; represent the mean and standard deviation of univariate time
series x;.

Step 4. Calculate the covariance matrix C; of every data sample. Any two multivariate
time series with different lengths have the equal-length covariance matrix.

Step 5. Delete the mean value for all the columns of C;, C; = C; — C;, C; stands for the
mean of C;.

Step 6. Apply PCA on the covariance matrix to get the eigenvector matrix and the
eigenvalues. Choose the first k eigenvectors as the coordinate axes of the new system
according to Equation (5).
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Step 7. Let the k eigenvectors be the features matrix F of the multivariate time series
dataset according to Equation (6). In our case, we choose k = 2. It can retain 99.92% of the
information of each covariance matrix.

Step 8. Integrate the feature matrix F into a representation matrix R according to
Equation (7). That is a representative set. In this way, the dataset D is represented by an
integrated feature matrix.

Step 9. Calculate the distance matrix between every two multivariate time series
according to Equation (9), that is the Euclidean distance matrix of M.

Step 10. Do hierarchical clustering to cluster them into groups [18]. The hierarchy
represents an ordered sequence of groupings. The measure of dissimilarity between sets
of observations is achieved by the pairwise distance matrices The dissimilarity between
clusters increases with the level of the merger. Select the similar mode normal data which
have similar distance.

Step 11. Select the similar normal data as input training data for reconstruction
anomaly detection model. An autoencoder can be used as a reconstruction model which
attempts to reconstruct its inputs from itself [18,19]. In our case, autoencoder is used for
semi-supervised learning as anomaly detection model.

Step 12. Get all the parameters of the model, especially set the construction error as a
threshold. A well-trained reconstruction model will be able to accurately reconstruct a new
sample. The inferences for rare event prediction are made by classifying the reconstruction
errors as high or low. Multiple models with different thresholds are trained.

Steps 1 to 10 are the proposed training data selection method based on feature repre-
sentation matrix calculated by the categorical variables in the multivariate time series data.
Steps 11 to 12 are the regular training deep learning model processes.

3. A Real Case Study and Results

In this section, we apply the proposed method to a real case study. We first give
a description of the challenges and difficulties of a critical problem in pulp and paper
production. Then, we describe a real dataset from a paper manufacturing process which is
a multiple products production line. Finally, we apply our method to analyze the dataset
and explain the results.

3.1. The Description of the Critical Problem in Pulp and Paper Production

Pulp and paper production is one of the largest manufacturing sectors in the world
which has increased globally and will continue to increase in the near future. Pulp and paper
production requires highly complex and integrated processes by chemical or mechanical
means, which include wood preparation, pulping, chemical recovery, bleaching, and paper
making. There are many sensors located along the production line and the data are collected
from the start to the end products [12,17].

Paper manufacturing is a continuous process. However, on average, a mill witnesses
more than one sheet break every day. Each sheet break can cause downtime of an hour
or longer which is a critical problem in the production. These sheet breaks are unwanted
and the downtime causes the loss of millions of dollars at a plant and billions across the
industry. Even a small reduction in these breaks would lead to significant savings. More
importantly, fixing a sheet break often requires an operator to enter the paper machine.
These are large machines with some hazardous sections that pose a danger to operators’
health. Preventing sheet break via predictive systems will make operators” work conditions
better and the paper production more sustainable.

There are many challenges and difficulties of this problem. The cause of paper sheet
break is the problem which is usually instant. The sheet breaks occur infrequently, so they
are rare events. Predicting such events before they occur is thus extremely challenging. The
objective of the problem is early detection of an anomaly or failure.
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3.2. The Description of the Original Dataset

A real dataset from a pulp-and-paper mill with a break failure was provided [3,17].
The original data can be seen as multivariate time series. In Figure 2, 6 variables are selected
from 61 variables to show original data collected from the production. These data were
collected by the sensors placed in different parts of the paper machine along its length
and breadth. They can be also seen as multi-sensor stream data. The paper machines are
typically several meters long and ingest raw materials at one end and produce reels of
paper at the other end. These sensors measure both raw materials and process variables.

6 variables selected from 61 variables

Time

Figure 2. Original multivariate time series (6 variables selected) from manufacturing process.

The data collected by the sensors are multivariate time series. There are 18,398 rows
and 62 columns. There are 61 variables and two of them are categorical variables. The
categorical variable x28 stands for the paper grade. The dataset is extremely imbalanced
data since the ratio of positive data is 0.67%. Statistically, if an event constitutes less than
5% of the dataset, it is categorized as a rare event. In this case study, the breaks which occur
at less than 1% are discussed and modeled. The basic description of the spilt data samples
is in Table 2. The variable x28 has eight categorical numbers which stand for different
paper grades. The total failures amount to 124.

Table 2. The statistics of original dataset.

Rank x28 Rows Anomaly Ratio
1 96 6574 72 0.0110
2 82 4378 18 0.0041
3 118 2646 15 0.0057
4 139 1807 10 0.0055
5 112 1235 5 0.0040
6 84 1313 2 0.0015
7 93 419 1 0.0024
8 51 26 1 0.0385

18,398 124 0.0067
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3.3. The Result of the Method

The proposed method was applied to the multivariate time series data to split the
original data and get groups of the paper grades according to the results of hierarchical
clustering. According to the clustering results, different training datasets were selected to
train different prediction models.

3.3.1. The Result of the Distance Matrix and Hierarchical Clustering

Table 3 shows the distance matrix of each normal data sample. The distance of all
the paper grades is around 0.2 except paper grade 51. Paper grades 1-7 can be clustered
together. The distance shows that the normal production behavior of paper grade 51 is
different from the others. This means that paper grade 51 has a big difference compared
with other paper grades. It would be better to not train the data together because paper
grade 51 may make the autoencoder struggle to learn the parameters and cause a big
reconstruction error. This can be known from the clustering results shown in Figure 3
as well.

Table 3. The distance matrix of each normal dataset (k = 2).

Rank 1 2 3 4 5 6 7 8
1 0.000 0.202 0.195 0.172 0.213 0.197 0.221 0.827
2 0.202 0.000 0.185 0.180 0.275 0.258 0.248 0.847
3 0.195 0.185 0.000 0.209 0.244 0.241 0.265 0.805
4 0.172 0.180 0.209 0.000 0.184 0.177 0.212 0.827
5 0.213 0.275 0.244 0.184 0.000 0.114 0.174 0.810
6 0.197 0.258 0.241 0.114 0.114 0.000 0.191 0.789
7 0.221 0.248 0.265 0.212 0.174 0.191 0.000 0.834

8 0.827 0.847 0.805 0.827 0.810 0.789 0.834 0.000
Note: 1-8 stand for 96, 82, 118, 139, 112, 84, 93, 51.

181

08
06 [
0.4 r

5 6 7 1 4 2 3 8

Figure 3. The result of hierarchical clustering.

Figure 3 shows the results of hierarchical clustering of the distance matrix. The results
show that the total data can be clustered into two clusters. The paper grade 51 data are in
one group and the other paper grades are in the other group.

3.3.2. The Performance of Autoencoders after Selecting the Training Data

A training dataset is a special set of labeled data providing known information that
is used in the supervised learning or semi-supervised learning to build a classification or
regression model. In our case, the training dataset was used to learn an anomaly detection
or prediction model. The subset of the data contains all the information necessary to build
an autoencoder model. The goal of the training phase was to estimate parameters of a
model to predict output values with a good predictive performance in real use of the model.
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(1) Training procedure

After hierarchical clustering, the categorical variables could be clustered into two
groups. We chose the similar normal state data which are the original dataset without the
data of paper grade 51. First, we trained the autoencoder the same way as we trained the
model with all the data. Then, we compared the prediction results and found that the model
which is trained by the data without paper grade 51 performed better. In other words,
training the data according to different normal state data samples works significantly better
for an autoencoder.

The training procedures are presented below:

(a) Divide the process data into two parts: majority class, negatively labeled as {x, Vt| y = 0},
and minority class, positively labeled as {x, Vt| y = 1}.

(b) The majority class is treated as a normal state of a process. The normal state is when
the process is break-less.

(c) Train a reconstruction model on the normal state samples {X, Vt| y =0}, i.e., ignore
the positively labeled minority data.

(2) Performance analysis

It is necessary to evaluate the model we built to estimate predictive performance.
Strategies and measurements for the model evaluation have been well described. Since
the industrial case is an imbalanced problem, Fl-score is used as the accuracy measure
of evaluation. In addition to the F1_score, true positives (TP), false positives (FP), true
negatives (TN), false negatives (FN), accuracy, precision, recall, and false positive rate (FPR)
are reported [20].

Accuracy = 57 E@ﬁ% FN (10)
Precision : P = % (11)
Recall : R = TP]—LiPFN (12)
F_measure: F = m (13)
Fl_score (a=1): F1 = % (14)

For a reliable future error prediction, the model needs to be evaluated on a different,
independent, and identically distributed dataset which is different to the dataset used for
building the model. We can split the original dataset into more subsets to simulate the
effect of having more independent identically distributed datasets.

This is 4 min earlier autoencoder. The parameters are set the same as in Ranjan’s
work [3] to show the improvement to autoencoder by the proposed method.

Whole data are the original data of all the paper grades. Data without 51 are the
original data except the data of paper grade 51. From the results of Table 4, it is clear
that the false positive was reduced and true positive was improved after selecting the
training dataset. The results of Table 5 show that the proposed method improved all the
performance measurement. Both F1 score and precision of training after selecting the data
were improved almost 20 percent.
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Table 4. The performance comparison of the autoencoder results which are trained by different
training data.

Whole Data Data without 51
True\Predict
1 0 1
0 2760 123 2761 117 TN FP
1 35 6 34 8 FN TP

Table 5. Different measurement of the performance.

Accuracy Precision Recall F1_Score Auc True Positive Rate  False Positive Rate
Whole data 0.946 0.046 0.146 0.07 0.707 0.146 0.043
Without 51 0.948 0.064 0.19 0.095 0.728 0.190 0.041

4. Conclusions and Discussion

In this section, we give a conclusion of the results and the advantages and disadvan-
tages of our method.

The main contribution of this paper is designing a new way to sample the training data
that can improve the deep learning model accuracy (sensitivity and recall) for multivariate
time series data. The proposed method split the multivariate time series dataset into
multiple small samples by categorical variables. The multiple samples stand for different
products from the same production line. The dis(similarities) of these samples can be
quantified by distance matrix and qualified by hierarchical clustering. The autoencoder is
used as a reconstruction model and the reconstruction error is used as a threshold to detect
the rare event. According to the similarities, we selected a suitable training dataset to fit
the autoencoders to get a new reconstruction error as a threshold. The performance of the
rare event prediction model can be improved significantly after training data selection.

It is normally very difficult to accurately determine a set of training data that is
adequately representative of the target. There are few state-of-the-art approaches to focus
on training data selection for us to do a comparison. The method is applied to a real
complex manufacturing process. For multiple products production lines or manufacturing
in practice, it is really a good way to do training data pre-selection before applying the
deep learning method.

Advantages of this approach are its simplicity and very low computational complexity.
The proposed method is used to sample training data to improve the autoencoder perfor-
mance. Since the proposed method can obtain equal-length feature vectors, it can be used
as a feature representation method or clustering method for other multivariate time series
data. Multivariate time series data can be seen everywhere in engineering, which is one
kind of the important data that needs to be mined for valuable information and knowledge.
Reconstruction anomaly models other than autoencoders can be integrated since they share
similar structures. The proposed method is easily applied in real-world applications.

The results show that too much compression will cause useful information loss. A
greatly reduced dimension makes the methods have over-redundant information that
causes bad results. Since the value k can be decided subjectively and it needs experience
or domain knowledge to be decided carefully. A different value of k may lead to different
feature representation. Different feature representation may lead to a different distance
matrix and the final results of training data selection may be different. Experts are required
in order to have the necessary domain expertise to obtain a good integrated feature matrix.
For different data clustering results, more than one prediction models should be built.

Future work will involve doing more experiments with other deep learning models,
for example, carrying out clustering experiments to compare the computation speed and
the efficiency of the Euclidian distance and DTW distance.
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