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Abstract: Protection against a growing number of increasingly sophisticated and complex cyber-
attacks requires the real-time acquisition of up-to-date information on identified threats and
their potential impact on an enterprise’s operation. However, the complexity and variety of
IT/OT infrastructure interdependencies and the business processes and services it supports
significantly complicate this task. Hence, we propose a novel solution here that provides security
awareness of critical infrastructure entities. Appropriate measures and methods for comprehen-
sively managing cyberspace security and resilience in an enterprise are provided, and these take
into account the aspects of confidentiality, availability, and integrity of the essential services
offered across the underlying business processes and IT infrastructure. The abstraction of these
entities as business objects is proposed to uniformly address them and their interdependencies.
In this paper, the concept of modeling the cyberspace of interdependent services, business
processes, and systems and the procedures for assessing and predicting their attributes and
dynamic states are depicted. The enterprise can build a model of its operation with the proposed
formalism, which takes it to the first level of security awareness. Through dedicated simulation
procedures, the enterprise can anticipate the evolution of actual or hypothetical threats and
related risks, which is the second level of awareness. Finally, simulation-driven analyses can
serve in guiding operations toward improvement with respect to resilience and threat protection,
bringing the enterprise to the third level of awareness. The solution is also applied in the case
study of an essential service provider.

Keywords: cybersecurity; cyberspace modeling; essential services operator; situational awareness

1. Introduction

Protection against an increasing number of sophisticated and complex cyberattacks
requires the achievement of security awareness, i.e., the ability to perceive threat events
in time and space, understand their significance, and anticipate their consequences. To
achieve this, it is crucial to gather real-time information on identified threats and their scope
and scale to allow assessing the security impact of software and hardware infrastructure
vulnerabilities on the business objectives. However, strong interdependencies between
infrastructures and related business processes and services result in challenges to the pro-
cess of security management. As noted in several works, e.g., [1], these interdependencies
are diverse and complex by their very nature. Furthermore, infrastructures do not exist
in isolation—the disruption of a single component can have a cascading effect leading to
wide-scale outages with significant economic consequences for a single entity, industry
sector, or even an entire country. The precise identification of such influences is essential
for the effective analysis of threats and assessment of their impact on security at local (e.g.,
single process or service) and global (e.g., company, industry sector or country) scales.
Many authors, such as [2,3], have indicated that uncovering such relations leads to accurate
assessment of the criticality of a single infrastructure element or even an entire process or
system. By identifying the most critical components, adequate security mechanisms can
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be applied to ensure that such interdependencies are taken into account in mitigation and
recovery processes.

The effective response to cyberthreats requires close cooperation between the different
security management teams responsible for all interdependent entities as presented, for
instance, by [4–6]. It is worth noting that the scope and depth of information sharing on
cyberthreats between different bodies are limited in practice. This is most often due to the
lack of effective mechanisms to protect the sensitive data shared and the risks, often signifi-
cant, associated with the possibility of their unwanted dissemination. Encouraging these
entities to more closely cooperate requires effective solutions to protect their vital interests.
Moreover, solutions should support systems in acquiring, processing, and disseminating
verified information about cyberthreats and enabling the building of security awareness on
local and global scales.

There have been a number of recent policy-level initiatives to solve this issue, with
measures of the European Parliament and the Council of the European Union Directive
for ensuring a high level of security for network and information systems in the terri-
tory of the Union [7], to name one example, followed by its national implementation
(https://www.digitaleurope.org/resources/nis-implementation-tracker/, accessed on 29
September 2022). Several concepts and technical solutions to build common cybersecurity
awareness of critical infrastructure entities have also been proposed. For example, in
[5], aggregation and analysis of data extracted from security management systems and
their correlation are used to create a picture of cybersecurity that also allows—due to
the interconnections of the infrastructure elements— prediction of threat propagation.
The European Union’s PROACTIVE project (https://cordis.europa.eu/project/id/700071,
accessed on 29 September 2022) proposes solutions to improve an entity’s security aware-
ness by enhancing security alert correlation and prioritization, linking the relevance of
an organization’s assets to its business. In [8], a prototype of an integrated system for
continuously monitoring, detecting, and warning cyberthreats is introduced. It supports
the safe sharing of information on security events and risks related to services provided
by critical infrastructure entities, enabling global cyberawareness at the state level. It is
worth noting that the system architecture does not cover the business processes and IT/OT
infrastructure of key service operators and does not support them in assessing cyberthreats
to their business. The system, called S46/Powered by NPC, was operationally deployed in
Poland in 2020.

The abovementioned procedural and technical solutions do not equip critical in-
frastructure entities with effective tools to build local security awareness of cyberspace,
particularly to conduct analysis of online cyberthreats and risks that are dedicated to a
particular entity’s services and business processes.

In this paper, we present a solution that fills this gap that is based on our experience
and lessons learned from implementing the S46/Powered by NPC system. We aim to identify
and depict the complexity of the essential services operator’s (ESO) cyberspace composed
of interdependent services, business processes, systems, and IT infrastructure components.
The focus is on modeling the cyberspace in all its complexity, with the goal of identifying
its most critical elements, predicting the likelihood and nature of threat proliferation within
interconnected services, business processes, software, and hardware infrastructure and
assessing the impact of threats on the accomplishment of core strategic objectives.

The main contributions of this paper are as follows.

• The methodology of cyberspace modeling that enables:

– Assessing the impact of degradation on interdependent business processes, ser-
vices, and IT/OT infrastructure elements in achieving the entity’s strategic objec-
tives;

– Evaluating the actual state of cybersecurity and anticipating the proliferation of
threats across the entity’s cyberspace;

– Conducting “what-if” analysis to identify structural or procedural solutions that
can increase the cybersecurity of the entity.

https://www.digitaleurope.org/resources/nis-implementation-tracker/
https://cordis.europa.eu/project/id/700071
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• The concept of modeling cold or hot reserve objects considering the depletion of
resources necessary for their operation.

• A case study of the proposed approach supporting an operator of essential services in
achieving cybersecurity awareness. We anonymized the object data for privacy while
preserving the basic features.

The remainder of the paper is organized as follows. Section 2 provides a brief overview
of interdependent object modeling approaches and the object performance metrics used
in terms of their suitability in building ESO security awareness. Our concept of modeling
the cyberspace of interdependent services, business processes, and systems as well as
procedures for evaluating and predicting their security metrics and dynamic states are
described in Section 3. As a result of the joint efforts with one Polish ESO, a model of the
operator’s cyberspace was built and used to demonstrate the methodology. A description
of the case and the results of analyses are presented in Section 4. The paper concludes
by discussing the results of the case study and outlining steps for the operator to fully
implement solutions for cybersecurity awareness management.

2. Related Work

The current state of knowledge and tools for modeling the interdependence of
IT/OT are raised on foundations that are centuries old and date back to L. Euler’s
graph theory and J. Muir’s observations in biology. The interplay of infrastructure and
processes is still represented in the form of a network, which constitutes the common
ground for further development and refinement of models. The diversity of modeling
approaches comes from the assumed set of attributes one decides to assign to graph nodes
and the way this information is further processed. As stated earlier, the key components
of the security awareness concept are event, time, space, and the overall impact. Their
relationship to a graph is subject to individual approach and is straightforward with
respect to space and time: collocated objects are linked in the graph, and the time-variant
property is represented as the state of a node (or, collectively, the graph state). The
impact is the network output, not in a topological but in an informational sense, as it
comprehensively represents the network state in the most useful way. Events are pieces
of information that drive the change of network state, affecting either network attributes
or the network structure itself.

Node state is commonly used to describe the performance of an entity modeled
by the node. As far as physical facilities are concerned, the performance ranges from
complete to none. It can be calculated using simple aggregation formulae for node
inputs, or it can be sophisticated, as in [9], with a ratio of node supply vs. demand,
where a node represents a city transit infrastructure item. When one moves from
physical to cyber domains, such continuous performance models become inapt, and the
node states are expressed as binary variables.

Identifying interdependencies between the physical and cyber states of nodes using a
uniform model is not easy. Formally, this can be elegantly achieved using tensor notation,
as proposed in [10]. The authors propose using a 4D tensor Aiα

jβ with inter-node (j to i) and
inter-aspect (β to α) impact in the graphs. The term ‘aspect’ can plainly refer to availability,
confidentiality, and integrity as well as to less obvious dimensions. The approach makes it
further possible to use general algebra for graph analysis—yet linearity turns out useless on
closer examination of inter-node relationship nature. One has to decide if the scalar value
should directly model the probability of failure propagation, the degree of malfunction
propagation, or some other type of relationship. In any case, modeling aggregated impact
using the matrix product is plainly insufficient, which results in adaptations for the specific
approach. For example, [11] model risk propagation between systems, where a subset of
nodes represents a system, by applying logical AND operation for incoming intra-system
links vs. logical OR operation for inter-system links.

Another popular approach in risk analysis is to apply the susceptible-infected-recovered
(SIR) model, known in epidemiology, where the odds of risk propagation are impacted by
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the number of infected neighbors on incoming links and the assumed probabilistic model.
Such reasoning, with minor modifications, has successfully been applied in the modeling
of a logistics chain [12], urban rail transit [13], and smart grids [14].

The SIR model brings on the temporal aspect of node interdependence. Whether in
risk or malfunction impact modeling, the dynamics of phenomena propagation in the
graph are of deep interest. One of the richest models of propagation dynamics can be
found in [2]; the authors consider that malfunction affects neighboring nodes entirely
only after an assumed time, reaching the target value either linearly, asymptotically,
or exponentially. To cope with the complexity of simulating such a versatile model
on varying timescales, fuzzy logic is employed to help in avoiding exact calculations
of the abovementioned transfer functions. The authors argue that using fuzzy logic
is appropriate and sufficient, as it also accounts for the inherent assessment errors of
impact values by the user of the modeling tool.

Whatever class of model is used, the very process of building the graph structure and
setting its values appropriately brings the enterprise to the first level of security awareness.
At this stage, we shall call the model descriptive since it depicts the environment in which
scenarios will develop. The next phase of modeling is to define scenarios of threats and
use the model to forecast its results. This stage brings the enterprise to the second level of
awareness, and the model in the working is considered the predictive one.

However, to elevate awareness to the third level, i.e., to turn the model into a
prescriptive one useful in decision support, we need to compress the simulated network
state history into a synthetic performance index or indices, which are eventually subject
to an optimization process. In other words, we need to define appropriate network
output. An interesting study of typical performance metrics for the whole graph of
critical infrastructure elements is provided in [15]. The authors consider, in particular,
the degree of user demand for service satisfaction, the deterioration of graph structure in
terms of average shortest path increase, and the maximum network flow. Similar metrics
focusing on the total utility of offered services for customers are found in [9,16,17]. With
the goal functions defined, the enterprise is just a step away from having the capability
to perform computer-assisted network improvements. An example of such a process is
provided in [18] (a work that follows on from [2]), where the graph actually models states
of system components in different stages of a cyberattack. The dedicated procedure
groups most vulnerable nodes, thus providing the most destructive attack scenarios
explicitly computed for that company.

The complete overview and classification of modeling approaches in the field can be
found, for example, in [19]. Apart from routinely considered model properties, such as the
ability to handle cumulative and cascading effects, we recommend focusing on two others:
service redundancy and restoration. Redundancy, i.e., the ability of a node to substitute
another node in the case of failure, can be indirectly addressed: [9] model demand shifts
toward other unaffected nodes. In contrast, [11] connects redundant nodes in parallel and
marks them as a special configuration. Furthermore, in [16], which is a follow-up work of
[9], the authors introduce ‘tolerance time’, i.e., the lag in demand shift. However, those two
modeling approaches do not address the cold-reserve situation, where node failure spreads
until a standby redundant node takes over.

Redundant nodes are a particular case of a system’s structurally defined service restora-
tion capabilities. The modeling of such capabilities as inherent attributes of individual
nodes has received attention in recent work—e.g., in the already referenced work of [16]
and, particularly, in [15]. The authors of the latter study observe that resources other than
time are usually required for node restoration, and that those resources can be constrained.
For instance, electricity grid failures can be fixed by one technical team only in sequence,
and that sequence matters. Consequently, the authors postulate coordination of restoration
activities based on their overall impact on the system—most such as ‘coordinated’, i.e.,
cascading failures are analyzed and mitigated.
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3. Methodology
3.1. Cyberspace Modeling

Essential services (services that are crucial to maintaining critical social or eco-
nomic activity) operators are an important component of the country’s critical infrastruc-
ture. Following the national implementation of the Directive of the European Parliament
and the Council of the European Union on measures for a high level of network and
information systems security [20], they have several obligations related, in particular, to
reporting to the relevant CSRITs of data, enabling the creation of security awareness at
the state level. Specifically, this refers to reporting the most serious incidents affecting
the provided services and conducting a systematic risk assessment of the incidents.
Complete and reliable evaluation of the service threats requires precisely identifying
and describing all relevant elements of the operator’s cyberspace and their intercon-
nections. The difficulty of this task arises not only from the complexity of elements’
dependencies but also from the complicated and often entangled functional relation-
ships. As noted by Setola [21], such dependencies can have a very different nature, e.g.,
due to physical impact, degradation of processed data, geographical co-location, human
error, etc. As a result of cyberthreat propagation, even a minor change in the state of a
single element can result in significant security risk to an operator’s services or critical
business processes. A prerequisite for achieving security awareness in cyberspace is to
have a complete and reliable picture of the network of related services, business pro-
cesses, and underlying systems and to implement procedures for assessing the impact
of security events on the elements of this space, including the propagation of identified
threats. Awareness of these dependencies allows the operator to detect entire chains
of internal dependencies, identify the most critical elements, and implement effective
mechanisms to improve security.

We assume that the main elements of the cyberspace of essential services operator are
the following (Figure 1):

Figure 1. Cyberspace of an essential services operator.

• Services provided to other entities, in particular, essential services, for instance, power
generation, oil storage, transportation, etc.;

• Services provided to the operator by other parties (so-called external services), which
are necessary for the operator to achieve its business objectives;

• Internal services provided by the operator’s various departments to support its opera-
tions, e.g., local transport, accounting, etc.;

• Business processes that determine the achievement of the operator’s business objec-
tives, e.g., resource management, customer assistance, etc.;
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• Information technology (IT) and operation technology (OT) systems as well as other
technical systems supporting service provision and execution of business processes;

• Security systems that monitor cyberspace and provide threat information and support
protection and mitigation activities;

• The network of internal linkages of cyberspace elements with the nature and scope of
their interactions;

• An interface to the national-level CSIRT system enabling the reporting of identified
incidents and the results of the dynamic risk assessment by the operator as well as
reverse data acquisition for events in the state’s cyberspace and security recommenda-
tions for inclusion in the entity’s security management process.

A single element of cyberspace will, from now on, be referred to by the more general
term business object (abbreviated as object or interchangeably as node), which represents,
depending on the context considered, a service, a process, and a system or its element. A
directed graph represents a network of interdependent objects with attributes described
on its arcs and vertices. The functions defined on the arcs represent the impact of
threats resulting from violations of the security attributes of the related objects, i.e.,
confidentiality (c), integrity (i), availability (a), and the time of threat propagation. The
functions described on the vertices characterize, among other things, the type of object,
location in cyberspace, business role/importance, the current state of security, and
object criticality (criticality represents the impact of object degradation on achieving the
operator’s business objectives).

In cyberspace modeling, it is necessary to consider additional factors related to the
applied solutions aimed at increasing the resilience of the operator against cyberthreats.
For example, some objects may form redundant groups consisting of alternative items. In
any such case, it is necessary to define the internal organization of the group and the rules
for activating objects. In addition, it is possible to establish their business relevance for
specific objects, hereafter referred to as masters, which determines their importance from
the operator’s point of view expressed in terms of profit made, the loss incurred, or any
other measure defined by the operator.

Let us assume the following notations for the nodes of the network of interdependent objects:
Vn—network node representing the n-th business object, where n = 1, 2, . . . , N, and N

is the number of objects;
Vg

b —network node representing the b-th master business object (for distinction, master
objects are additionally marked with g), where b = 1, 2, . . . , B, and B is the number of master
objects;

Ig
b —the significance of the b-th master business object, i.e., importance of Vg

b object in
terms of the business conducted by the operator;

Vgy
m

n —network node representing the n-th business object that is an element of the
m-th group of redundant objects, and y is the number of the object impacted by the objects
of the group where gy

m is the m-th group of objects impacting object y.
The network building process consists of two tasks, i.e., identifying business objects

and their hierarchy. The process is based on the AnalyticHierarchyProcess(AHP) method
proposed in [22] and assumes the analyzed business is split into three levels, i.e.,:

• High-level organizational objectives related to the performance of core tasks, particu-
larly provisioning of essential services that are a source of revenue;

• Services rendered by the operator’s departments (so-called internal services) and
critical business processes that condition the provision of essential services and are
necessary for the accomplishment of the business objectives,

• Infrastructure, which includes IT, OT, and technical systems with their components.

The identification aims to create a database of objects and their attributes, including
but not limited to their location, organizational units responsible for their maintenance,
and the conditions of their functioning in case of events impacting their security, partic-
ularly existing vulnerabilities. The hierarchy aims to establish objects’ interdependence
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(impact) with their characteristics and relevance regarding the consequences of a breach of
their security.

Considering the position of the objects in the operator’s cyberspace determined by
their dependencies and the type and degree of interactions, they will be characterized by at
least two metrics, i.e.,:

• The significance of the impact on dependent objects, referred to hereafter as relative
criticality;

• The significance of the impact on the accomplishment of the operator’s business
objectives, referred to hereafter as business criticality.

The IT/OT infrastructure elements will be further represented by their exposure
to cyberattacks.

Moreover, each object is characterized by its dynamic features, which reflect the current
state of cyberspace security, i.e.,:

• The current security state of the object in terms of confidentiality, integrity, and availability;
• The object’s security risks concerning confidentiality, integrity, and availability.

As groups of redundant objects may exist in the operator’s cyberspace, we adopted
a generic model for their internal organization and rules for activating reserve items,
presented in Figure 2.

Figure 2. Redundant objects model. Edge attributes are event propagation times: t and ρ are used for
source service deterioration, and τ is used for service recovery.

The model incorporates additional abstract nodes marked in colors in Figure 2. The
abstract node Vx represents the resultant impact of the redundant group on object Vj. Nodes
ka la and kb, lb enable control of the activation and deactivation of the alternative objects,
respectively, and are written here as subscripts to the physical nodes (i.e., k and l). By
default, object Vi is the default service mode, whereas Vk and Vl can represent either hot or
cold reserve.

If the object Vi is compromised, then with delay ti,ka and ti,la , the abstract nodes Vka

and Vla are activated. By default, tik = til = 0, although other values are possible. Similarly,
when object Vk is compromised, an attempt is made to activate node Vla , which succeeds as
long as object Vi is still unavailable, as symbolically indicated by the loop in Figure 2. When
abstract node Vka is activated, Vk starts with delay τka ,k. In the hot reserve case, τka = 0.

The reserve object can operate with a time constraint enforced by the availability of
the required resources. In such a case, node Vkb

, activated with a delay tka ,kb
, sets the time
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ρkb ,k, after which the resources will run out, and the object Vk will be out of operation. Time
tka ,kb

= 0 means that resource consumption starts even if Vk has not yet started.

3.2. Object Criticality

The impact of a breach of any security attribute of the object Vn on the security
attributes of its related object Vj is determined by the values of the Xnj dependency matrix
of these objects shown in Table 1.

Table 1. Dependency matrix Xnj.

Vj(a) Vj(i) Vj(c)

Vn(a) xaa
nj xai

nj xac
nj

Vn(i) xia
nj xii

nj xic
nj

Vn(c) xca
nj xci

nj xcc
nj

If the object dependency is to be determined concerning all security attributes, it will
be calculated using Equation (1):

snj = max
(k,l)

xkl
nj; k ∈ (a, i, c), l ∈ (a, i, c) (1)

When the object dependency is to be determined solely due to a single security
attribute (a, i, or c), the degree of impact is calculated using Equations (2)–(4):

sa
nj = max

k
xka

nj ; k ∈ (a, i, c) (2)

si
nj = max

k
xki

nj; k ∈ (a, i, c) (3)

sc
nj = max

k
xkc

nj; k ∈ (a, i, c) (4)

The relative criticality wnj of a nonredundant object Vn that takes into account the
impact of all P objects interdependent with object Vj is calculated from Equation (5), if all
security attributes are taken into account, or Equation (6), if only the object availability
is considered.

wnj =
snj

∑P
x=1 sxj

(5)

wa
nj =

sa
nj

∑P
x=1 sa

xj
(6)

For an object Vgj
m

n belonging to the gj
m group of redundant objects, the relative criticality

rnj of its impact on object Vj is calculated from Equation (7) or from Equation (8) depending
on how many security attributes are considered, i.e., all or only one (in this case integrity),
respectively. The metric takes into account the influence on Vj of all M redundant and Y
nonredundant objects. The principle of calculating the criticality of redundant objects is
illustrated in Figure 3. Objects Vn and Vm form a group of gj

3 objects. The abstract node V
gj

3
represents the resultant impact of these objects on object Vj. The relative criticality of object
Vn is denoted in Figure 3 as w

ngj
3
.
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Figure 3. The principle of calculating the criticality of redundant objects.

rnj =
s

ngj
m

∑M
x=1 s

xgj
m

s
gj

m j

s
gj

m j
+ ∑Y

y=1 syj
(7)

ri
nj =

si
ngj

m

∑M
x=1 si

xgj
m

si
gj

m j

si
gj

m j
+ ∑Y

y=1 si
yj

(8)

The business criticality υn that represents the impact of object Vn on achieving the
operator’s business objectives is calculated from Equation (9) or from (10) if all or only one
security attribute (in this case, confidentiality) is considered, respectively.

υn =
Z

∑
z=1

snzυz (9)

υc
n =

Z

∑
z=1

sc
nzυc

z (10)

where Z is the number of objects impacted by the object Vn.
Knowing the object criticality allows the operator to elaborate and include prevention

measures, among other things, in the business continuity plans to reduce the impact of
threats on its core strategic objectives. It also enables the operator to conduct what-if
analyses to seek technical and procedural solutions that can mitigate business risks arising
from the propagation of threats within its cyberspace. Criticality metrics are also used
for risk propagation modeling in cyberspace of interdependent objects, as presented, for
instance, in [23].

3.3. Object Exposure to Cyberthreats

Let the infrastructure elements’ exposure to cyberattacks be a function of the value
of the CVSS metric [24] of their vulnerabilities. The CVSS metric outlines the values
of the features of a given vulnerability, i.e.,: attack vector (AV), attack complexity (AC),
privileges required (PR), user interaction (UI), scope (S), confidentiality (C), integrity (I),
and availability (A). Our approach uses the values of AV, PR, C, I, and A to assess the
object’s potential exposure to a cyberattack. As the CVSS values are qualitatively expressed,
their use in assessing an object’s exposure requires translation into quantitative values as
shown, for example, in Table 2.
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Table 2. Example of CVSS value translation [25].

Feature CVSS Value Numerical Value

Confidentiality/Integrity/Availability
High 1
Low 0.3
None 0

Attack Vector

Network 1
Adjacent 0.8

Local 0.4
Physical 0.2

Privileges Required
High 1
Low 0.3
None 0

The relative potential exposure of the object Vn to attack associated with the identified
vulnerabilities (for instance, extracted from the vulnerabilities database or found by the
scanner) EVn can therefore be determined from Equation (11) proposed in [25].

E(Vn) = IC(c,i,a)(Vn) × (10− y) × MI(c,i,a)(Vn)
wMI × MV(c,i,a)(Vn)wMV × ACA(Vn)wACA+

+ATT(c,i,a)(Vn, x, y)
(11)

The following notations are used in Equation (11):

• IC(c,i,a)(Vn) is an Initial Compromise level that takes the value of the minimum of 1
or the sum of the individual vulnerability assessments (impact on confidentiality,
integrity, and availability) following the formula (12):

IC(c,i,a)(Vn) = min(1, ∑
ψ

ψ(c,i.a)), ∀ψ ∈ Ψ (12)

where ψ(c,i,a) are the numerical scores of (C), (I), and (A) features of a single vulnera-
bility within a set of Ψ.

• MI(c,i,a)(Vn) depicts the maximum impact of detected vulnerabilities in terms of
confidentiality, integrity, and availability (13). It sets an upper limit on the number of
vulnerabilities needed to completely compromise an infrastructure element:

MI(c,i,a)(Vn) = max(ψ(c,i.a)), ∀ψ ∈ Ψ (13)

• MV(c,i,a)(Vn) indicates which vulnerability represents the greatest threat to the object
Vn (14). Its value is normalized to one, where one means that the vulnerability
considered can completely affect the object’s confidentiality, integrity, and availability:

MV(c,i,a)(Vn) = max

√
1
3
((ψc)2 + (ψi)2 + (ψa)2), ∀ψ ∈ Ψ (14)

where ψc, ψi, and ψa are the numerical scores of (C), (I), and (A) features, respectively,
of a single vulnerability within a set of Ψ.

• ACA(Vn) is a combined parameter of maximum access and access complexity (15). It
can be represented as a vector or a normalized value:

ACA(Vn) =

√
1
2
(max(ψacc)2 + avg(ψcomp)2), ∀ψ ∈ Ψ (15)

where ψacc and ψcomp are the numerical scores of (AV) and (PR) features, respectively,
of a single vulnerability within a set of Ψ.

• ATT(c,i,a)(Vn, x, y) depicts the attack surface, which is a function of the number of
vulnerabilities concerning the object Vn and the threat that they present. The value
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of this parameter is expressed on a logarithmic scale (16), where x is the base for the
logarithmic function, and y is its maximum value (limit):

ATT(c,i,a)(Vn, x, y) = max(logx(avg(∑
ψ

ψ(c,i.a))), y) ∀ψ ∈ Ψ (16)

• WMI is the weight of the maximum input;
• WMV is the weight of the maximum vulnerability;
• WACA is the weight of the combined access vector, access complexity, and authentica-

tion vector.

As the final score of an infrastructure element Vn, exposure to attacks should be within
the range [0, 10], a normalizing factor (10− y) was applied in Equation (11), where y is the
maximum of function (16).

It is worth noting that metric E(Vn), considering the probability of a successful attack
and the potential damage it could cause, enables determining the risk of a possible attack
on an IT/OT infrastructure element [25]. Knowing the value of risks for infrastructure
elements, the risks of all other cyberspace objects can be determined similarly to their
relative criticality.

3.4. Simulation of Dynamic States of Cyberspace

The following postulates have been used in determining the architecture of our simu-
lation network:

1. Capability to model networks of unlimited size and with the inter-aspect impact
of nodes;

2. Support for a different timescale of node interactions and different character of node
response to neighbor failures;

3. Viability in the case of limited or uncertain node parameters provided by the model user.

Since these requirements are, to some extent, contradictory, we decided to handle
them in providing a highly modular, general-purpose, discrete event-driven simulation
architecture. Each business object is basically represented by one network node, which is
described by a small set of easily understood parameters. If the business object expresses
more complex behavior, such as the already described redundancy rules, it is complemented
in the graph, with extra nodes standing for any extra functionality required. For instance,
Vla in Figure 2 represents the logical condition ‘any of Vi and Vk are operational’, and Vlb
in ‘idle’ state would mean ‘resource for operation of Vl will run out in time ρlb ,l’. Extra
nodes can be added as soon as the model user can define the extra behavior rules and
quantitatively describe them. We present more relevant examples of such gradual graph
augmentation below.

The central modeling concept is the observed state [qa
j , qc

j , qi
j] consisting of three scalars

that determine the node’s actual performance regarding availability, confidentiality, and
integrity, respectively. We assume each state element to be in the range [0, 1], where the
value of one means that the node Vj is fully operational in that aspect. States other than
availability are usually considered binary; our model also supports this case by setting
appropriate parameters.

The value of observed state component qk
j in any aspect, i.e., k ∈ (a, i, c), is a sum of

its internal state ζk
j and aggregated impact of states of neighboring nodes that impact Vj

through inbound links:

qk
j = max(0, min(1, ζk

j + Φk
j )) . (17)

The internal state ζk
j ∈ [0, 1] denotes the node’s ability to work properly. This value

can be finally impaired by the dysfunction of its neighbors. The role of function Φk
j is,

precisely, to combine the relevant dysfunctions, in any aspect, into a single signal affecting
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the overall operation of Vj. A dysfunction of some other node Vn in aspect l is simply the
difference between the observed and set-point state values:

δl
n = ql

n − ξ l
n , l ∈ (a, i, c) . (18)

The set-point value ξ l
n describes the desired node Vn state value in ordinary conditions,

i.e., constitutes the desired mode of whole system operation. Usually, we desire all system
objects to be fully functional, ξ l

n := 1 for all n and l. However, extra nodes for extra
functionalities, e.g., redundancy, may and usually do have different set-point values.

Aggregation of those dysfunctions is conducted in a weighted way, with weights taken
from dependency matrices (Table 1) on incoming links. For summation aggregation type,

Φk
j = ∑

n∈E(j)
xlk

njδ
l
n , (19)

where E(j) is an index set for nodes affecting Vj. Alternatively, the minimum and maximum
can be used instead of summation, depending on needs, where E(j) is an index set for
nodes affecting Vj. The choice of appropriate aggregation method depends on particular
needs; in general:

• Summation means that dysfunction at each supporting node adds up to observed
dysfunction of Vj;

• Maximization takes into account only the failure that influences Vj most, which means
that supporting nodes can be used alternatively, exactly as in the case of redundancy
modeling;

• Minimization seeks out the bottleneck supporting node, effectively implementing
conjunction of the supporting nodes needed for the operation of Vj.

By combining more such simple, linear relationships, one can model more complex
phenomena. Let us start with the simplest case of node V2 availability moderately influ-
encing the availability of V1, as shown in Figure 4a. The set-point ξa

2 = 1 means that any
availability deficiency in V2 will negatively affect the observed state qa

1. Since the impact
ratio xaa

21 is 0.5 and internal state ζa
1 = 1, the complete failure of V2 will decrease q1 by 0.5,

as shown in the graph. Extreme values in the model are determined by initial parameters
and state range constraints for each node. Note that the model user must provide only the
impact ratio (internal state and set-point values are set to 1 by default).
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Figure 4. Example of structures for modeling (a) linear and (b) nonlinear service
degradation dependencies.

Should the user wish to model a more sophisticated character of V1 condition based on
V2 performance, they may do so by adding artificial nodes. A case of nonlinear dependence
of availability is depicted in Figure 4b, representing a situation when depletion of V2
availability below a certain level will acutely affect V1 operation. The desired new feature is
drawn with a purple line and effectuated by node V3, fed directly by the state of V2. Node
V3 set-point is 1

4 ; once qa
2 drops below this level, V3 kicks in, providing additional negative

input to V1 with slope xaa
31 = 4. Inputs to V1 are aggregated by choosing the one with the
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minimum value, thus creating the desired nonlinear dependence represented by the solid
blue-and-purple line in Figure 4b.

Similarly, different, more complicated piecewise linear dependence functions that
eventually refer to the other utility of services can be defined, including typical convex and
concave functions. The openness and simplicity of the proposed model resemble that of
the classical neural network, with the exception that differentiability is not required as the
model is not subject to automated training. Nonsmoothness of the model is also negligible
with respect to the typical accuracy of the model parameters provided by the user, as they
are usually the outcome of the fairly rough self-assessment process.

Model capability to handle temporal aspects of failure propagation is essential. Such
transitory processes often define the operator’s overall condition, and their identification is
vital especially if parts of the business are not included in the model. We propose applying
discrete event simulation to strike the right balance between simulation model complexity
and accuracy. An event denotes the start of some dynamic change, i.e., the first observable
symptoms of deficiency in some aspect. Additionally, we know the final degree of a failure,
e.g., from 1.0 to 0.8—but we do not define how or the timescale in which such a deficiency
will eventually be reached. Therefore, propagated events offer a rather pessimistic forecast:
the earliest one sees a failure and the eventual future depletion. Looking for such a worst-
case scenario is a common approach, especially in the IT domain, where failures occur in a
rather abrupt, stepwise manner.

The simulation model uses two types of events:

1. A change in internal state ζk
j , defined by a user as an element of attack scenario;

2. A change in observed state qk
j , resulting from a change in internal state or any observed

state of the node predecessors.

Changes in the observed state are scheduled on the event list to be propagated with delays
defined by a user as edge attributes. The model supports asymmetric delays in state
decrease and increases to reflect a reality where, e.g., supporting service Vi degradation
has an immediate adversarial effect on Vj. Yet, restoration of Vi will take time to positively
affect Vj.

The simulation engine handles changes that propagate in zero time before proceeding
to the next relevant time instant. Graph cycles are supported, provided they converge
to a stable solution in a reasonable number of iterations. Earlier events override events
scheduled for an edge for a later time — should they appear in the course of simulation —
to ensure model integrity.

To demonstrate how our model can handle temporal modeling complexities, let us
consider the network shown in Figure 2 in a scenario where the availability of Vi completely
breaks down at time t = 1 s. Time series for the availability of all relevant nodes are shown
in stacked layout for this case in Figure 5a, starting at t = 1 s, immediately after that event.
Both Vk and Vl are of cold reserve type, and it takes 1 second to bring up Vk. Consequently,
we see Vk (as well as the whole group, Vx) to be operational at t = 2 s.

Such a state would remain stable had it not been for another event in the scenario:
Vk breaks down at t = 5 s, which triggers Vla because both Vi and Vk are down this time.
Since this condition has been detected, Vl is starting up, but it will take as much as 10 s
in our model. Finally, at t = 15 s, the whole group is on again. However, Vl runs on
limited resources in our model and, once it is activated, may run only for 20 s. Running
out of resources is modeled by Vlb: it is triggered at t = 25 s, which eventually blocks the
operation of Vl and of the whole group.
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Figure 5. (a) Example scenario of redundant node failure and activation. (b) Model expansion in the
case of resource discretization into compartments.

The model structure can be expanded to account for fine-grain phenomena of resource
consumption if need be. In Figure 5b, the resource capacity is split into four quarters by
adding four extra nodes, named simply V1 to V4. Consequently, resource availability is
jointly modeled by resource availability in any of the four compartments. The resource
is sequentially discharged, as shown in the graph in Figure 5b (20 s of Vl operation split
into four equal periods). With such an approach, one can also differentiate discharging and
charging dynamics as well as add extra conditions to these processes.

4. Case Study

To assess the practical suitability of the methodology, we established close cooperation
with one Polish essential services operator. As a result of the joint efforts, a model of
the operator’s entire cyberspace was determined (Figure 6). It contains multiple objects
representing essential services (marked in light blue), internal services (marked in yellow),
services provided by external entities (marked in green), business processes (marked in
blue), IT infrastructure components (marked in light brown), and their interdependencies.

Due to its visual complexity, only a fraction of the operator cyberspace was used in
the case study to demonstrate the methodology, as shown in Figure 7.

The considered model of the operator cyberspace contains all types of objects with
their security dependencies, i.e.,:

• Essential services (ES1, ES2);
• External services provided by outside organizations (EX1–EX5);
• Internal services (IS1–IS7);
• Business processes (P1–P11);
• IT system comprising applications (A1–A11) exploited by various services and pro-

cesses, database server (H3), and application servers (H1, H2) running in cold reserve
mode;

• LAN switches (L1, L2) operating in high availability (HA) mode.

The operator determined the significance of the essential services ES1 and ES2 for
accomplishing its objectives to be 1000 and 800 units, respectively. The expected recovery
times of objects after degradation, defined for each site in collaboration with the operator,
are shown in Table 3. In the case of a redundant group, the order and time attributes of
reserve object activation were also defined.
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Figure 6. View of the operator cyberspace.

Figure 7. Selected part of the operator cyberspace.
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Table 3. Expected recovery time.

Object Minimum Maximum
[min] [min]

ES 60 240
IS 120 720
EX 3 480
P 240 4320
A 120 120
H 240 240
L 480 480

The operator also specified the values of object dependencies for all security attributes
(ref. Table 1) and the threat propagation delay time, which ranged from single seconds
(host impact on applications) to hours (business process impact on internal services).

The NISPI (Network of Interdependent Services, Processes, and IT/OT systems) ap-
plication prototype developed in-house by NASK was used to demonstrate the cyberspace
modeling methodology described in Section 3. The application provides the operator with
a series of forms allowing them to enter data about business objects (services, processes,
and infrastructure items) and their interdependencies. The specification includes objects’
identification data and attribute values described in Section 3.1. The application allows
network management by adding/removing objects and changing their relationships and
respective attribute values. Based on this data, the application provides visualization of
the network’s topology and results of several numerical analyses performed based on
formulas presented in Sections 3.2–3.4. It delivers an interface for entering data on events
affecting the objects’ security regarding confidentiality, integrity, and availability, enabling
visualization of their impact on the current security state of the network. The application
also allows the operator to conduct in-depth analyses, such as prediction of the impact
of an incident on the network over time or conducting “what-if” experiments using the
simulation procedures described in Section 3.4.

The results of business criticality calculations (Equation (9)) are presented in Table 4
and illustrated in Figure 8.

The obtained results indicate that the business criticality of objects varies considerably.
Particular attention should be paid to objects of relatively high criticality, marked in yellow,
pink, and red in Figure 8. This is especially true concerning the need to reduce the negative
impact of database server degradation on the operator’s business objectives.

To illustrate modeling of the dynamic states of cyberspace shown in Figure 7, we
assumed that all objects are fully available at the initial moment (t = 0). As a result of
exploiting the vulnerability of object A5, at t = 10 s, its availability drops to zero. Its
unavailability affects the dependent objects, causing their degradation at t = 15 s, as
illustrated in Figure 9.

As a consequence of propagation of the object unavailability, after t = 5 min, the
next five objects become downgraded (Figure 10). Then, after t = 4 h, the ES2 becomes
unavailable (Figure 11), drastically affecting the operator’s business objectives.
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Table 4. Business criticality of objects.

Object υ Object υ Object υ Object υ

ES1 0.555 P3 0.021 A3 0.021 H3 0.682
ES2 0.444 P4 0.035 A4 0.072 L1 0.286
IS1 0.083 P5 0.028 A5 0,27 L2 0.286
IS2 0.116 P6 0.056 A6 0.005 EX1 0.083
IS3 0.035 P7 0.056 A7 0.008 EX2 0.008
IS4 0.083 P8 0.056 A8 0.011 EX3 0.172
IS5 0.116 P9 0.056 A9 0.056 EX4 0.086
IS6 0.116 P10 0.116 A10 0.2 EX5 0.057
IS7 0.116 P11 0.132 A11 0.034
P1 0.132 A1 0.066 H1 0.389
P2 0.122 A2 0.179 H2 0.389

Figure 8. Visualizing the business criticality of objects.
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Figure 9. Objects availability at time t = 15 s.

Figure 10. Object availability at time t = 5 min.
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Figure 11. Object availability at time t = 4 h.

The NISPI application for managing the network of interconnected objects in the
operator’s cyberspace also allows presenting the results of threat propagation prediction
in the form of a diagram, shown in Figure 12, which has the same layout as presented in
Figure 5.

By moving the bar to the selected time, the operator can view the object status, allowing
them to conduct a detailed analysis of events. In particular, they can determine the time
needed to take appropriate actions to stop the propagation of the threat or to limit its effects.

The presented solution also allows for in-depth analyses of the cyberspace security’s
actual and predicted states, including of the what-if type. This makes it possible to examine
the effects of planned changes in the operator’s cyberspace resulting, for example, from
modifying the scale and number of interdependent objects, adding new or redundant
objects, or changing their attributes.
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Figure 12. Changes in the object status over time.

5. Discussion

As shown in Figure 8, the operator using the proposed solution obtains complete
information about the relevance of all the objects of its cyberspace for the essential
services provided. These may include procedural changes to reduce their impact on
related items or the implementation of backup elements. The simulation procedures
described in Section 3.4 allow the operator to conduct an in-depth cybersecurity analysis
based on current and hypothetical threats. For example, Figures 9–12 show the effect
of using a simulation procedure to predict the extent and consequences of violating the
availability of object A5. With data on the extent and propagation time of the effects
of the threat, the operator can take mitigating actions in advance, reducing the extent
and magnitude of the negative impact of a security incident. The data can also be
used to update the business continuity plan. It is also worth noting that the proposed
procedure for modeling cyberspace, particularly regarding identifying business objects
and their impact on the security of related items, is essential to building an operator’s
cybersecurity awareness. Following the proposed procedures allows the operator to
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discover new, including non-obvious, security interactions between objects and use them
in internal security management processes. The operator has already used conclusions
from the case study to take appropriate action in developing an updated version of the
business continuity plan (BCP) and incorporate it into the business impact assessment
process (BIA).

Results of the case study can also be used for profound analyses aimed at seeking struc-
tural and procedural changes in the organization, including IT infrastructure reorganization
and enhancing processes and services to increase the resilience of the operator’s cyberspace.

We show that the proposed approach to modeling an essential service operator’s
cyberspace makes it possible to obtain reliable on the state of security of its elements in
near-real time. It also provides necessary information enabling response in advance to
threats, including taking early action to limit their propagation.

The results of the study confirm that the critical infrastructure entity can achieve the
first level of security awareness by using the proposed formalism for building a model of
interconnected business processes, services, and IT infrastructure. They also confirm that
the operator can predict the evolution of real threats and related risks by using elaborated
simulation procedures, which ensures reaching the second level of awareness. Moreover,
more detailed simulation analyses can guide the enterprise toward improving its operations
in terms of resilience concerning protection against threats that support achieving the third
level of security awareness.

The solutions presented in this paper, confirmed by the case study outcomes, give rise
to new opportunities for managing the cybersecurity of essential services operators. The
proposed methodology of cyberspace modeling enables:

• Improving the acquisition of reliable data required by S46/Powered by NPC system;
• Assessing the impact of degradation in interdependent business processes, services,

and IT/OT infrastructure elements on achieving the entity’s strategic objectives;
• Visualization of the actual security status of objects in the operator’s cyberspace;
• Anticipating the proliferation of threats across the entity’s cyberspace;
• Conducting a what-if analysis to identify structural or procedural solutions for strength-

ening the cybersecurity resilience of the entity.

We have proposed a promising solution to support an essential service operator’s se-
curity awareness that increases its resilience to cyberattacks. The results of the case study
discussed above, the new opportunities its use brings to cybersecurity management,
and the lessons learned from collaboration with potential users confirm its usefulness.
However, we realize that additional efforts are required to enable its full deployment
by operators.

Our ongoing works focus on incorporating the lessons learned from the pilot imple-
mentation of the methodology in the operator’s infrastructure and the continued develop-
ment of the NISPI application. This work includes, among other aspects, the implemen-
tation of dynamic risk assessment procedures, risk propagation across cyberspace, and
customization of the user interface to meet operator expectations.

In our approach so far, we assumed that a redundant group consisted of strictly
alternative items, i.e., identically affecting a particular object or group of objects. However,
we identified more complex scenarios when conducting the case study. For example,
two identical applications form a redundant group, each supporting different business
processes. If the security of one of them is compromised, some of the processes will
be degraded. Nevertheless, the administrator can reconfigure the system such that the
remaining active application supports all processes. The approach to modeling redundant
groups that considers the diversity and complexity of objects’ interdependencies is the
subject of our further work.

Further work also includes the development of interfaces to the operator’s internal
systems used for the management of systems security and the vulnerabilities of its
elements. This will enable the automation of processes for obtaining data on existing
vulnerabilities of infrastructure elements and detected security incidents as well as
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the exchange of data supporting achieving cybersecurity awareness on the actual and
predicted state of cyberspace.

The final phase will be the deployment of an interface to the S46/Powered by NPC
system, enabling the operator to submit reliable data on the security of its cyberspace to
the relevant national-level CSIRT and acquire data on global cyberspace threats that may
affect the operator.
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