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Abstract: The azimuth multi-channel synthetic aperture radar (MC-SAR) systems can simultaneously
realize high-resolution and wide-swath (HRWS) earth observations. However, channel phase bias
inevitably exists in the practical work of the azimuth MC-SAR system, which is the main factor
for the “virtual target” in SAR images. To accurately estimate the phase bias, a channel phase bias
estimation approach based on modified kurtosis maximization (MMK) is proposed in this paper.
By analyzing the echo characteristics of multi-channel SAR, the proposed approach constructs the
objective optimization function of MMK of the reconstructed Doppler spectrum (RDS), and the
channel phase bias can be accurately estimated. Simulation experiments and real raw data processing
verify the effectiveness and robustness of the proposed approach, which is not limited by the scene
and has a good estimation performance at a low signal-to-noise ratio (SNR).

Keywords: multi-channel synthetic aperture radar (MC-SAR); high-resolution and wide-swath
(HRWS); channel phase bias estimation; modified kurtosis maximization (MMK)

1. Introduction

The traditional spaceborne synthetic aperture radar (SAR) system with a high reso-
lution and wide swath (HRWS) is an irreconcilable contradiction [1–4]. To obtain a high
resolution in azimuth, it is necessary to increase the pulse repetition frequency (PRF) to
meet the Nyquist sampling rate. However, in order to realize a wide swath and avoid range
ambiguity, the SAR system needs to transmit low PRF pulse signals. In order to reconcile
the contradiction between a high resolution and wide swath, azimuth multi-channel tech-
nology becomes an effective scheme [5,6]. In the azimuth multi-channel synthetic aperture
radar (MC-SAR) system, the reference channel transmits a pulse signal with a low PRF
to achieve a wide swath. All channels receive signals, which equivalently increases the
azimuth sampling rate, thereby reconciling the contradiction between a high resolution
and wide swath.

In spaceborne MC-SAR systems, due to error factors such as the temperature, antenna
pattern, and receiver, there are the amplitude bias and phase bias between channels [7,8].
In general, the amplitude equalization method [9] can be used to correct the channel
amplitude bias. However, compared with the amplitude bias influence, the phase bias is
the main factor causing virtual targets or azimuth ambiguity on the image, which seriously
reduces the quality of the MC-SAR image. Therefore, phase bias should be calibrated before
imaging [10,11].
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At present, researchers have proposed a variety of methods to correct the channel
phase bias [12–18]. This method can be mainly classified into three categories: time-
domain channel phase bias correction methods [12,13], Doppler-domain channel phase bias
correction methods [14–16], and image-domain channel phase bias correction methods [17,
18]. In [12], Feng et al. proposed a time-domain channel phase bias correction method based
on the azimuth cross-correlation theory, which achieved the channel phase bias estimation
by performing correlation operations with respect to different spatial channels. However, if
the MC-SAR system has an offset Doppler center, the azimuth cross-correlation method
will be severely affected, and the echo data received by each channel is undersampled,
which will lead to an error in the estimation of the Doppler center. To address this issue,
Liu et al. [13] proposed the spatial correlation number (SCCC) method to obtain an accurate
Doppler center for phase bias calibration. Unfortunately, this method cannot be accurately
estimated in a low signal-to-noise ratio (SNR) environment. Zhang et al. [14] divided the
channel bias correction method into two steps: range correction and azimuth correction. By
using the orthogonality between the signal subspace and noise subspace, the amplitude
and phase bias caused by the baseline error and channel imbalance can be estimated. Yang
et al. [15] proposed a signal subspace comparison method, which is based on the fact that
the space spanned by the signal eigenvector is equal to the space spanned by the actual
steering vector. These subspace-based methods may risk noise-component leakage in low
SNR observation scenarios and degrade performance as the Doppler ambiguity number
approaches the channel number. Zhao et al. [16] found that the reconstructed Doppler
spectrum (RDS) of the MC-SAR signal with phase bias would leap, and the optimized
reconstructed Doppler spectrum could be used to estimate the phase bias; however, this
method is only applicable to dual-channel systems. Based on the change in SNR of focused
SAR images, the researchers developed an image domain algorithm to solve the channel
phase bias. Sun et al. [17] defined a joint quality function in the image domain to quantify
the ambiguous degree of SAR images and obtained phase error estimation results through
an iterative search, while the defined joint quality function was only applicable to dual-
channel SAR. Feng et al. [18] proposed a minimum L1-norm method in the image domain
to estimate the phase bias between channels. The algorithm uses the principle following
which the total amplitude of all targets represented by the L1-norm is minimized if there is
no phase bias between channels. Wang et al. [19] proposed a new range alignment method
for ISAR based on maximum modified kurtosis (MMK); the kurtosis definition applied to
discrete signal sequences is modified to measure the alignment between echo envelopes.
Inspired by this, this paper proposes a phase bias estimation approach based on MMK.
By analyzing the phase on the MMK of RDS, the problem of phase bias estimation can be
transformed into the problem of optimizing the MMK of RDS. This approach is robust and
can effectively estimate channel phase bias under low SNR and channel non-uniformity.
Simulation and real data processing can verify the effectiveness and performance of the
proposed approach.

The rest of the paper is divided into four sections, and the organizational structure of
each section is as follows. Section 2 introduces the signal model of the MC-SAR system and
modified kurtosis. Section 3 details the specific derivation and implementation process of
the proposed approach. Section 4 shows the simulation and real data processing results.
Finally, conclusions are drawn in Section 5.

2. Signal Model of the Multichannel SAR and Modified Kurtosis
2.1. Signal Model of the Multichannel SAR

Figure 1 shows the geometry of a typical azimuth three-channel SAR system, where
the origin of the coordinate frame is located at the phase center of the reference channel at
azimuth time t = 0, the x-axis denotes the flight direction of the radar platform, the z-axis
points up and away from the center of Earth, and the y-axis is perpendicular to the x-axis.
Wg represents the swath width, and vs is the velocity at which the platform moves along
the x-axis.
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Figure 1. The geometry of an azimuth MC-SAR system.

For each channel, the bistatic geometry can be converted into a monostatic one by
compensating the radar echo with a constant phase term [20]. Hereafter, each channel is
assumed to be located at its effective phase center (EPC). The coordinate of the ith channel
at azimuth time t is (vst + ∆xi, 0, 0), ∆xi =

(
i− N+1

2

)
·da (i = 1, 2, · · ·N), and da is the

along-track distance between adjacent subapertures.
For MC-SAR systems, the low pulse repetition frequency fp is employed to avoid range

ambiguities and is usually much lower than the instantaneous Doppler frequency, which
results in the ambiguous Doppler spectrum. Suppose that there exist 2M + 1 spectrum
components coming from different directions, which implies that the Doppler ambiguity
number is 2M + 1. Considering the pulsed operation of the spaceborne SAR, the Doppler
spectrum of the echo can be expressed as:

Ui(τ, fa) = exp(jξi)
M

∑
k=−M

Uref
(
τ, fa + k· fp

)
· exp

(
j2π

∆xi
vs

(
fa + k· fp

))
(1)

where ξi represents the channel phase bias between the ith channel and the reference
channel, τ denotes the range fast time, and fa represents the Doppler frequency.

For convenience, the signal of all receiving channels can be written in the form of the
matrix, i.e.,:

Ue(τ, fa) = ΓH( fa)P(τ, fa) (2)

where Ue(τ, fa) is the signal of all receiving channels in the range-Doppler domain, Γ de-
notes the matrix of the channel phase bias, H( fa) indicates the steering matrix of ambiguous
components, and P(τ, fa) represents the signal matrix of the unambiguous single-channel
signal in each frequency band.

Ue(τ, fa) = [Ue,1(τ, fa), · · · , Ue,i(τ, fa), · · · , Ue,N(τ, fa)]
T (3)

Γ = diag{exp(jξ1), · · · , exp(jξi), · · · , exp(jξN)} (4)

P(τ, fa) =

[
Uref

(
τ, fa + (−M)· fp

)
, · · · ,

Uref
(
τ, fa + k· fp

)
, · · · , Uref

(
τ, fa + M· fp

)]T

(5)

H( fa) = [h1( fa), · · · , hi( fa), · · · , hN( fa)] (6)
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hk( fa) =

[
exp(j2π∆x1 fa,k/vs), · · · ,

exp(j2π∆xi fa,k/vs), · · · , exp(j2π∆xN fa,k/vs)

]T

(7)

fa,k = fa + k· fp (8)

where the subscript e indicates that the signal channel phase bias exists, [·]T and diag{·}
represent the transpose and the diagonal matrix, respectively.

2.2. Modified Kurtosis

Kurtosis is a statistic related to the fourth-order central moment of a random variable,
which describes the gradient of the distribution of all values of the variable. The expression
is as follows:

Kurtosis =
1
N

N−1

∑
i=0

(
xi − X

)4

σ
(9)

where X represents the mean value of a variable, and σ represents the variance of X; they
can be expressed as:

X =
1
N

N−1

∑
i=0

xi (10)

σ2 =
1

N − 1

N−1

∑
i=0

(
xi − X

)2 (11)

The kurtosis emphasizes the degree of dispersion of the sequence value distribution
relative to the sequence mean value. If the kurtosis is larger, the distribution of variable X
is sharper, and vice versa, as shown in Figure 2.
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Figure 2. Comparison chart of different kurtosis values.

The range alignment algorithm based on maximum kurtosis involves adding two
echoes with the same envelope to form a new envelope. If the two echoes are aligned, the
added envelope is sharper, and if the two echoes are misaligned, the added envelope is
relatively flat, as shown in Figure 3. After practical tests, although the algorithm can align
the echo data within a certain phase deviation, overall, sudden jumps occur from time to
time. Therefore, the alignment results of this algorithm are not robust.
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The kurtosis has been modified to improve the sudden jumping situation. The modi-
fied kurtosis can be expressed as:

Kurtosis′ =
1
N

N−1

∑
i=0

(
xi − X

)4

σ′2
(12)

σ′ =
N−1

∑
i=0

xi
||X||

(
i− N − 1

2

)2
(13)

The difference between kurtosis and modified kurtosis is defined by variance. The
variance is corrected according to the characteristics of echo data. It can reflect the degree
of dispersion of the sequence numerical distribution with respect to the sequence mean
and the main lobe of the beam. Modified kurtosis describes the echo alignment trend more
accurately than kurtosis does, reflecting the actual alignment of the two echoes. Therefore,
using MMK as a standard for range alignment is robust and accurate.

3. Channel Phase Bias Estimation Based on MMK

The azimuth spectrum of the echo data for each channel of the MC-SAR system is
the same. The channel bias can cause the azimuth to shift into the spectrum. The azimuth
spectrum of the Mth channel is added to the azimuth spectrum of the reference channel
to obtain RDS. If the Mth channel has a channel bias, the spectral envelope will be offset,
and the MK of the RDS will also change. Therefore, the estimation of the phase bias in the
azimuth MC-SAR system is transformed into the MMK problem of optimizing the RDS.
The flow chart of the proposed approach for the MC-SAR system is shown in Figure 4. The
specific steps of the proposed approach are as follows.



Electronics 2022, 11, 3821 6 of 12Electronics 2022, 11, x FOR PEER REVIEW 6 of 12 
 

 

 

Figure 4. The flow chart of the proposed approach. 

3.1. Construction of the Objective Optimization Function 

The echo received by each channel is subjected to an azimuth Fourier transform, and 

the azimuth spectrum of each channel and the azimuth spectrum of the reference channel 

are added to obtain the corresponding RDS. By analyzing the influence of the phase bias 

on MMK of RDS, the variation of the dispersion degree of the RDS envelope on MMK is 

described. The objective optimization function of the proposed approach can be expressed 

as: 

𝑓(�̂�) = argmin
𝝃

𝐾𝑢′ (14) 

where: 

�̂� = [𝜉1, 𝜉2, ⋯ , 𝜉𝑁 ]
𝑇

 (15) 

where 𝐾𝑢′ represents the MMK, and 𝐾𝑢′ can be written according to (2) as: 

𝐾𝑢′ =
1

𝑁𝑟

∑
(𝑈𝑒,𝑖 − 𝐔𝑒

̅̅̅̅ )
4

𝜎2

𝑁𝑟−1

𝑖=0

 (16) 

𝜎 denotes the variance of the MMK. 𝜎 can be expressed as: 

𝜎 = ∑
𝑈𝑒,𝑖

‖𝐔𝑒
̅̅̅̅ ‖

(𝑖 −
𝑁𝑟 − 1

2
)

2
𝑁𝑟−1

𝑖=0

 (17) 

Figure 4. The flow chart of the proposed approach.

3.1. Construction of the Objective Optimization Function

The echo received by each channel is subjected to an azimuth Fourier transform,
and the azimuth spectrum of each channel and the azimuth spectrum of the reference
channel are added to obtain the corresponding RDS. By analyzing the influence of the
phase bias on MMK of RDS, the variation of the dispersion degree of the RDS envelope on
MMK is described. The objective optimization function of the proposed approach can be
expressed as:

f
(

ξ̂
)
= argmin

ξ
Ku′ (14)

where:
ξ̂ =

[
ξ̂1, ξ̂2, · · · , ξ̂N

]T
(15)

where Ku′ represents the MMK, and Ku′ can be written according to (2) as:

Ku′ =
1

Nr

Nr−1

∑
i=0

(
Ue,i −Ue

)4

σ2 (16)

σ denotes the variance of the MMK. σ can be expressed as:

σ =
Nr−1

∑
i=0

Ue,i

||Ue ||

(
i− Nr − 1

2

)2
(17)
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As can be seen from (17), the variance σ used in MMK is defined according to the
dispersion degree of the sequence waveform. If the echo contains phase bias, the dispersion
degree of the envelope is definitely higher than that of the corrected echo. If there is no
phase bias in the echo, the MMK reaches its maximum value. The MMK describes the echo
correction trend more accurately than MK does. Therefore, the MMK can better estimate
the phase deviation between channels.

3.2. Estimation of Phase Bias

The objective optimization function is solved to obtain the phase bias estimation
corresponding to the optimal MMK. The Newton–Raphson method is used to calculate the
objective optimization function in (14). The estimated value of the (i + 1)th iteration can be
expressed as:

ξ i+1 = ξi + ∆ξ i+1 (18)

where:

∆ξ i+1 = −J−1
∂ f

(
ξ̂
)

∂ξ

∣∣∣∣∣∣
ξ=ξi

(19)

J =
∂2 f

(
ξ̂
)

∂2ξ

∣∣∣∣∣∣
ξ=ξi

(20)

∂ f
(

ξ̂
)

∂ξ
=

[
∂ f (ξ̂)

∂ξ1
,

∂ f (ξ̂)
∂ξ2

, · · · ,
∂ f (ξ̂)
∂ξN−1

]
(21)

∂2 f
(

ξ̂
)

∂2ξ
=

[
∂2 f (ξ̂)
∂ξ∂ξ1

∂2 f (ξ̂)
∂ξ∂ξ2

, · · · ∂2 f (ξ̂)
∂ξ∂ξN−1

]
(22)

The iteration ends if Ku′max > Ku′i, and the phase bias estimation of each channel
relative to the reference channel can be obtained. The termination condition of the Newton–
Raphson method is related to the estimation accuracy of the phase bias. This experiment
sets the accuracy to three decimal places and stops iterating if the phase bias reaches this.
Finally, the calculated phase bias estimate is used to compensate the phase of the received
echo in the range-Doppler domain. Finally, an HRWS SAR image can be obtained after
signal reconstruction and imaging processing. Since the proposed method operates in the
range-Doppler domain, using the Chirp Scaling imaging algorithm is relatively simple.

4. Simulations and Real Data Processing
4.1. Simulated Results

In order to verify the accuracy of the phase bias estimation by the proposed method, a
simulation experiment of three-point targets was carried out in this section. The simulation
parameters are shown in Table 1. The number of channels is set to 3, and the channels from
left to right in the azimuth direction are marked 1, 2, and 3, respectively, with channel 2
being set as the reference channel. The phase biases set in channel 1 and channel 3 are −25◦

and 25◦, respectively. Figure 5a shows the azimuth profile of three targets after compression,
where the green ellipse represents the real targets and the red ellipse represents the virtual
targets. It can be obviously seen that there are virtual targets, caused by phase bias between
channels. As shown in Figure 5b, the approach proposed in this paper can effectively
suppress virtual targets, and the ambiguity component can be suppressed under −60 dB.
As can be seen from Table 2, the estimated values of the phase errors of channel 1 and
channel 3 are −24.869◦ and 25.153◦, respectively, after processing by the proposed method.
As shown by the green, purple, and pink lines in Figure 6, when there is a phase bias of
−25◦ between channels, the maximum kurtosis, contrast, and entropy methods cannot
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accurately obtain the accurate channel phase bias estimation results. As shown by the red
line, the proposed approach can accurately estimate the phase bias.

Table 1. Simulation parameters.

Parameters Value

Carrier frequency 9.65 GHz
Platform velocity

PRF
Channel number

Inter-aperture spacing
Pulse Bandwidth

Sampling frequency

7474.8 m/s
1800 Hz

3
3.3333 m
200 MHz
240 MHz
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To verify the robustness of the proposed approach, the averaged root-mean-square
error (ARMSE) of channel phase biases is used to evaluate the influence of the proposed
approach under different SNRs by using the Monte Carlo method. Figure 7a shows
the ARMSE of the cross-correlation method (CCM), signal subspace comparison method
(SSCM) [13], and proposed method with different SNRs. The phase bias estimation perfor-
mance of the three methods is equivalent to a high SNR. However, compared with CCM
and SSCM, the proposed approach shows a better estimation performance than the CCM
and SSCM methods in a low SNR. Figure 7b shows the ARMSE curves of the three methods
under different channel uniformity values. It can be seen that the more uniform the channel
is, the higher the estimation performance of the proposed approach.
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4.2. Real Data Processing

In this part, the real azimuth MC-SAR data is used to verify the effectiveness of the
proposed approach. Table 3 shows the parameters of an actual C-band airborne azimuth
stripmap MC-SAR system. Figure 8 shows the imaging results of the MC-SAR data, where
the green ellipse represents the real targets and the red ellipse represents the virtual target
caused by the channel phase bias. For the real targets, the ratio of the maximum power
points in the virtual target area to that of the real target area is recorded and denoted as
EV. The maximum virtual target power (MVTP) is defined as 20 log(EV). Figure 8a is a
SAR image processed without phase bias calibration, and it is obvious that the SAR image
quality is severely degraded. Table 4 shows the MVTP. Figure 8b is a SAR image processed
with calibration using the CCM. Compared with Figure 8a, the MVTP in Figure 8b can be
suppressed beneath −32.12 dB. The imaging quality has improved to a certain extent, but
virtual targets with strong scattering points within the red ellipse were not suppressed.
Figure 8c is a SAR image processed with calibration using the proposed approach. The
MVTP can be suppressed beneath −43.56 dB. Compared with CCM, the virtual targets
with strong scattering points within the red ellipse are suppressed, and the SAR imaging
quality is further improved. Thus, the effectiveness of the proposed method is verified.
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Table 3. Main parameters of real airborne data.

Parameters Value

Carrier frequency
Platform velocity

PRF
Channel number

Inter-aperture spacing
Doppler bandwidth

5.4 GHz
125 m/s
180 Hz

3
0.5 m

400 Hz
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image processed with calibration using the CCM. (c) SAR image processed with calibration using the
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Table 4. Maximum virtual target power.

MVTP (dB) a b c d

Without phase
bias calibration −25.12 −17.59 −16.27 −21.61

CCM −38.65 −32.12 −33.72 −36.06
MMK method −49.89 −43.56 −44.17 −47.78

5. Conclusions

The existence of channel phase bias seriously affects the imaging quality of SAR
signals. However, most existing methods have an unstable performance in the case of low
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SNR and channel non-uniformity. To solve this problem, this paper analyzes the influence
of channel phase bias on each channel and proposes a robust channel phase bias correction
method based on a modified kurtosis theory.

In the proposed method, the phase bias estimation problem is transformed into an
MMK estimation problem for optimizing RDS and establishes the objective optimization
function. This function is solved using the Newton−Raphson method. In order to verify
the robustness of the proposed method, simulation experiments were carried out under
different SNRs and different channel non-uniformities. The ARMSE of the channel error
shows that the proposed method can estimate the channel phase bias more accurately than
CCM and SSCM, which demonstrates the robustness of the proposed method. In order
to verify the effectiveness of the proposed method, real data experiments were carried
out. The MVTP results show that the proposed method suppresses the false target energy
by at least 10 dB compared with CCM, which verifies its effectiveness. However, the
proposed method has an iterative process resulting in a high time complexity, and the time
complexity optimization of the proposed method will be the focus of our next work.
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