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Abstract: The health care sector is one of the most sensitive sectors in our society, and it is believed
that the application of specific and detailed database creation and design techniques can improve the
quality of patient care. In this sense, better management of emergency resources should be achieved.
The development of a methodology to manage and integrate a set of data from multiple sources
into a centralised database, which ensures a high quality emergency health service, is a challenge.
The high level of interrelation between all of the variables related to patient care will allow one to
analyse and make the right strategic decisions about the type of care that will be needed in the future,
efficiently managing the resources involved in such care. An optimised database was designed that
integrated and related all aspects that directly and indirectly affected the emergency care provided in
the province of Jaén (city of Jaén, Andalusia, Spain) over the last eight years. Health, social, economic,
environmental, and geographical information related to each of these emergency services was stored
and related. Linear and nonlinear regression algorithms were used: support vector machine (SVM)
with linear kernel and generated linear model (GLM), and the nonlinear SVM with Gaussian kernel.
Predictive models of emergency demand were generated with a success rate of over 90%.

Keywords: healthcare; database design; geospatial data

1. Introduction

The health sector is one of the most sensitive sectors in our society, and proof of
this are the resources and efforts that are invested worldwide in trying to improve the
management of the health system, especially in the optimisation of health resources [1].
Although there has been a huge change in the way diseases are diagnosed and treated,
there has been little change in the way health services are managed in the 21st century. A
number of academic studies have emerged in the field of service design, but not much
of this research is available, especially in the field of health services [2]. An overview
of the current state-of-the-art in this area shows that the vast majority of it is aimed at
achieving greater economic efficiency in some aspects of the sector. There is scientific work
in which different techniques have been tested in order to improve the management of
health care resources. In this sense, Cubillas et al. [3] used tools of data mining to improve
the appointment scheduling in primary health care centres. The results show that it is
possible to predict, with a very acceptable level of precision, the number of patients who
will attend the health centre each day. For this purpose, a series of historical assistance
data were used. In this type of work, the quantity and quality of available data are the
keys to generate an adequate predictive model. Similarly, other research has used spatial
analysis to improve the effectiveness of these predictive algorithms, and confirms that the
use of spatial data extends the scope of predictive models [4]. Additionally, the use of
statistical methods to anticipate patient arrival rates in health care organisations allows
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one to schedule the internal staff in order to meet the demand for service driven by the
patient arrival rate [5]. Nevertheless, this research had the limitation of the use of a few
months of data to draw inferences about the patient arrival. This issue generates insights
that are less reliable and more subject to short-term idiosyncrasies in data. In short, all
types of research based on models that provide advance information on the behaviour of a
phenomenon such as the demand for health resources are highly dependent on aa large
volume of available data with a high spatio-temporal quality.

There is no relevant history of the implementation of systems that provide a daily
and sufficiently early forecast of the demand for resources in emergency health services
(i.e., that provide direct location and management of the resources that attend to patients
on a daily basis) [6]. There are some studies that have highlighted an important increase
in the need to optimise the structure of databases in order to face the demand for new
necessary data in health care management [7,8]. An example of this is the implementation
of telemedicine systems and the adaptation to the new information laws, thanks to the new
broadband communications that are beginning to become generalised [9].

In the second decade of the 21st century, there has been an increase in publications
aimed to improve the structure of databases adapted to daily management as a way to
obtain more detailed health information. New channels of communication between the
patient and health care services are proliferating by means of portable devices such as
tablets and smartphones, or using a PC [10,11]. Subsequently, research in this sector has
maintained this line of work and new challenges appear on the horizon. Moreover, the
global pandemic initiated in 2020 by the novel severe acute respiratory syndrome (SARS)-
CoV-2 virus (coronavirus disease 2019 [COVID-19]), has led to drastic changes in health
priorities. Biomedical priorities have come to dominate the agenda, highlighting the multi-
sectoral knowledge gaps and the challenges to be addressed for health management of the
pandemic. In contrast, information management and decision support systems took a back
seat [12]. However, once the process of immunisation of the population has begun, it is time
to take stock and analyse how health resources have been managed and whether, in some
way, correct decision making could have prevented the saturation of health services. There
are many and varied data to be assessed in order to carry out an adequate management of
health care resources. Despite the current pandemic, the demand for health care continues
to be motivated by different pathologies and for different reasons.

In short, nowadays, more and more data are available, all from different sources, with
different formats and different temporality and resolution. It is therefore necessary to
properly manage and integrate a variety of data from new input devices used in health into
centralised databases. It is also important that these databases are able to integrate any new
variables resulting from the progress of health research. In this way, the usefulness of the
database, in addition to assuming an effective resource management tool and providing
quality to the service, would also have an important role in disease monitoring [13,14]. This
scenario requires the development of specific tools and methodologies aimed at achieving
these health management goals such as Hamami et al. (2019) [15], who highlighted that
achieving the best model is a complex task due to the interaction of many components and
the variability of parameter values that lead to radically different dynamics. It therefore
points out that the modelling process can be improved through the use of data mining
techniques [16]. Another example of the use of data mining techniques in health care
management for decision making has already concluded that they can influence the costs,
revenue, and operational efficiency while maintaining a high level of patient care [17].

There are, therefore, many aspects to consider and, above all, the large amount of
data that is generated every day around a health service must be managed. Thus, in
addition to data mining tools, it is an important area of application for big data [18], which
is known as medical big data [19]. Medical big data comes from a variety of sources such
as administrative records, clinical records, biometric data, data from patient reports, etc.
They also are large in scale, extremely fast in update, polymorphic, incomplete, and time
sensitive [20]. In addition, whether or not the data are used appropriately remains an open
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question. The data warehouse (DW) is the answer to data processing, but the applications of
traditional DW methods in the health care domain require considerable attention due to the
unique business nature of this industry [21]. Muji et al. (2010) [22] proposed a data-driven
approach to the development of health information systems, which involved a database-
centric system where different applications share the same integrated data source. The
database design provides the necessary scalability to cover other specialised applications
without the need for structural changes at the database level. The achievement of this objec-
tive requires databases with administrative and health care information data from several
consecutive years [6,23,24] as well as an efficient model for storing and retrieving big health
data to achieve valid estimates for optimal and quality management [25]. In short, in terms
of offering an improvement in the quality of health care, it is essential to adapt database
systems for use in DW and big data technologies and in their exploitation techniques.

In the field of health emergencies, we can cite the work of Graham et al. 2018 [26]
in which a predictive study was carried out on the flow of patients to the emergency
department from hospitals by using records from two large hospitals in the city of Northern
Ireland. This work achieved a reliability of more than 80%.

Other more recent studies such as those by Gurazada et al. (2022) [27] have con-
ducted predictive work on the length of stay of patients in the emergency department.
Sixteen potentially relevant factors impacting on waiting times were identified through a
literature review.

All of this work contributes to improving patient care by providing health care resource
managers with advance information. These studies handle a large volume of patient data.
However, in an emergency department, a large amount of data is recorded. Not only patient
data, but also data about the service provided, the resources used, and external factors
at the time of the emergency. The correct organisation and storage of this heterogeneous
information in a database multiplies the possibilities of extracting hidden knowledge as
well as predictive capabilities from the data.

This work focused on the management aspect of emergency health resources. It
presents the design of a database that is complex enough, that is, with multiple variables
extracted from each health emergency demand, to integrate all types of health informa-
tion to allow for advanced knowledge and better management of these resources, thus
providing quality patient care. The aim of this work was the design and implementation
of a multidisciplinary database containing all of the information of the complete process
of management and resolution of emergencies in the city of Jaén, in Andalusia, southern
Spain. This database will serve as a source to apply and analyse regression algorithms of
data mining in order to predict the demand for emergency resources that will occur in the
coming days.

2. Methodology/Methods
2.1. Methodology of Work in Emergencies in Andalusia

An emergency is defined as a situation in which a person’s life is in danger, otherwise,
it is identified as an urgency. Currently, there is a free emergency telephone number
available to citizens in Andalusia (061), Spain, and an urgency number (902505061). This
service is provided by EPES (Public Company of Sanitary Emergencies) [28], which has
eight provincial services in Andalusia, one per province. The provincial services are
the headquarters from which all of the urgencies and emergencies of each province are
managed. The most important nucleus of each provincial service is the coordination room,
where all calls made by citizens to the emergency number of each province are received.
Each coordination room is formed by one or several coordinating doctors and by a set of
telephone managers that manage the citizen’s health demand. These telephone managers
attend to the citizen by gathering as much information as possible about the current request,
the coordinating doctor participates in this management and finally decides, depending on
the seriousness of the patient, which resource is mobilised to resolve the request.
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All of the necessary health resources for all of the urgencies and emergencies of the
province are mobilised from the coordination room. EPES has its own resources such
as the terrestrial emergency teams (mobile UVI) and the air emergency teams (Sanitary
Helicopters) as well as coordinating and mobilising all of the emergency resources of the
Andalusian Health Service (SAS) and all ambulances from the province’s urgent transport
network (RTU). There are approximately 60 units in the Provincial Service of Jaen.

Once the resources have been activated from the coordination room, they are directed
to the place of assistance, with all movements of said units being recorded in the computer
system, knowing in real-time the geolocation of all of them and the exact moment of
resolution of the assistance where it is. All emergency and emergency units have electronic
devices (tablets) in which they register the patient’s medical history of the care provided
(HCDM Digital Clinical History in Mobility), which is computerised at the same time as the
resolution. The most relevant information of this history is sent to the coordinating centre
for storage, along with the demand created by the telephone manager at the beginning of
the process, ending this demand and giving the cycle a new start (Figure 1).
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The previously indicated units are located in pre-set and static locations. A significant
improvement in this system would be to change the position of the available resources
dynamically, according to the type of assistance they provide, the number of them, and the
time of year they are available. For this purpose, the database presented in this work can be
an important step forward, as the design, structure, and level of detail of the information
stored allow for this objective to be achieved.

2.2. Dataset

The first phase of the work carried out consisted of information gathering, which
involved data collection from various agencies involved in the health emergency service.
The idea was to identify the idiosyncrasies of the emergency event at each point in time,
together with the factors that may have influenced its occurrence, thus enriching the
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information currently stored in the system. This also involves downloading data from
different websites with official statistical data, meteorological, social, and economic data.
In the case of this research, data from the last eight years (2013–2020) of health activity in
urgencies and emergencies were used. The main characteristic of most of the information
integrated in the system is its spatial component. The geolocated data and their descriptions
are as follows:

- Health data: All information related to the health care that the patient has received is
stored, since the telephone call is received in the coordinating centre, until the medical
team states the case as finished. EPES provided us with all of the data corresponding
to the user’s requests for assistance in urgency and emergency situations including
diagnosis, clinical trial, treatment, antecedents, resources mobilised and detailed
action times as well as the geolocation and their resolution.

In order to enrich the data stored in the system, the following data were included:

- Atmospheric data: Data collected by the environmental information network of
Andalusia (REDIAM) [29]. Data on temperatures, rainfall, humidity, and air quality
were downloaded.

- Sociological data: Data related to the personal information of users were divided into:

o Economic level of the patients in each area: Analysing, on one hand, the cadas-
tral value of real estate, extracted from the Directorate General for Cadastre of
Spain website [30]. We also added an analysis of the current price of housing
in each district of the city through real estate web portals.

o Level of unemployment in patients and their family units: This variable was
obtained from data provided by the Spanish National Statistics Institute [31].
This public institution provided us with the type of population in each census
tract. In Spain, a census tract composes a small region of the city, 1000 and
2500 residents.

o Level of study, age of citizens, and members of the family unit: These data
were obtained from the website of the Institute of Statistics and Cartography of
Andalusia [32].

2.3. Data Mining Algorithms

As indicated in the introduction, in this work, data mining techniques were used,
based on the attributes stored in the designed database. Prior to the development of the
models, the following techniques were revised:

The predictive study carried out in this work was based on the use of regression
algorithms. These included linear regression, logistic regression, the generalised regression
model, one-class support vector machine (SVM), etc. In this study, the nature of the
variables a priori was unknown, in fact, as discussed above, they are heterogeneous in
nature. Linear and nonlinear regression algorithms were used as follows:

- Linear: Purely linear algorithms have great strength due to their characteristics and
simplicity as they are calculated with a simple weighted sum of the variables:

y = β0 + β1 × 1 +...+ βpxp + ε (1)

The first algorithm selected in this study was the generalised linear models (GLM)
algorithm, which works mathematically as the weighted sum of the features with the mean
value of the distribution assumed by the link function g, which can be chosen flexibly
depending on the type of result.

g(EY(y|x)) = β0 + β1 × 1 +...βpxp (2)

In other words, this algorithm is an extension of linear algorithms that allows linear or
normal distributions and non-constant variances to be modelled. Linear models make a set
of restrictive assumptions, in which the target is normally distributed conditional on the
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value of the predictors with a constant variance, regardless of the value of the predicted
response. In this sense, GLM relaxes these restrictions, and for a binary response example,
the response is a probability in the range [0, 1] [33,34].

Another linear algorithm selected was SVM, which has the advantage of being able to
be used with different kernels. Kernels allow the data to be distributed on a hyperplane
according to a function, which facilitates the adaptation of the algorithm to the nature of
the data, allowing for infinite transformations.

In this study, we worked with the SVM with linear kernel. When the linear kernel is
used, the following transformation is performed

K(x,x′) = x·x’ (3)

This algorithm has the advantage that it fits very well if the nature of the data is linear,
and if there are many predictor variables (as in the case study). Note that in this algorithm,
there is no upper limit on the number of predictor attributes, and the only limitations are
those imposed by the hardware.

- Nonlinear: In this case, the SVM algorithm is applied with a Gaussian kernel. This
kernel applies the following transformation to the data:

K(x,x′) = exp(−γ||x−x′||2) (4)

The value of γ controls the behaviour of the kernel. When it is very small, the final
model is equivalent to that obtained with a linear kernel, as its value increases, the data
move away, forming a Gaussian bell in the hyperplane, fitting very well when the nature of
the data does not have a linear distribution.

In summary, these are the advantages of these three algorithms in this study, starting
from the hypothesis of a priori ignorance of the relationship between the variables with the
target attribute and also considering that the training data we had were limited and the
predictor variables were numerous. Moreover, the complexity of these algorithms means
that the relationship between the attributes used cannot be described by a specific equation.

In short, the following algorithms were applied in this study:

- Minimum description length (MDL) algorithm [35]: For attribute importance detection,
all attributes that do not relate to the target attribute are discarded.

- Regression algorithms: Once the valid attributes are known, several algorithms are
tested in order to determine which of them has better accuracy. Generalised linear
models (GLM) [33] and support vector machines (SVM) (linear and Gaussian ker-
nel) [36] algorithms are used. The GLM algorithm is a pure linear model. On the other
hand, support vector machines (SVM) is a powerful algorithm based on statistical
learning theory. The main advantage of the SVM algorithm is that it can be configured
with different kernels, in this case, we used a linear and Gaussian kernel.

3. Results and Discussion
3.1. Database

The workflow of the database design was divided into three phases. The first consisted
of data collection from all sources described above. In the second, a data cleaning process
was developed to facilitate data management and analysis. In this phase, a process of
cleaning, normalisation, and grouping was carried out. We started with the original table,
demands, which had 84 attributes, in which all the details of the assistance demands made
by the emergency teams can be found. In order to prepare the structure of the database for
different types of exploitation, this information was restructured into specific blocks that
include several tables. These blocks are as follows:
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• Resources mobilised in emergency assistance

This is the most important block in the database as they are tables that contain the
health data. These tables contain all the information corresponding to the assistance
provided by the emergency teams during the last eight years in the province of Jaen.

• Patient personal data

This block includes the patient information fields that contain the personal information
of each patient. Most significant fields are the age, sex, date of birth, and address (Table 1).

Table 1. Personal patient information.

Attribute Description

Age Patient’s years old
Sex Man/Woman

Birth Date of birth
Id_Province ZIP code
Id_District District code
Id_Town Town code
Id_Street Street code

Id_Number Number
Id_Door Door

• Patient health information fields

These contain the health information of all patients attended. The most significant
fields are shown in Table 2.

Table 2. Patient health information.

Attribute Description

IdTypeofdemand

Classification of demand
Type of demand:

A Attendance/T Transport/
I Informative

IdTypeofdemand1

First level of detail of the type of demand. E.g:
01 Transport accident

02 Alteration of vital signs
04 Dyspnoea . . .

IdTypeofdemand2 Second level of detail of the type of demand
IdTypeofdemand3 Third level of detail of the type of demand

IdSResource Resource Code
IdAssistance Attendance Code

ZipCode Zipcode
ClinicalJudgment1 First Clinical Trial
ClinicalJudgment2 Second Clinical Trial
ClinicalJudgment3 Third Clinical Trial

IdResolveCode

Resolution Code:
1* do not arrive to see patient

2* Arrive but do not act
3* Attend to patient

IdFinance Financing code. (State funding, Private
companies . . . )

AdrDTDestination
Situation

Destination code of the resource.
Team attending:

U Urban
P Peripheral, if the assistance is covered by

either of the two teams.
AdrDTSituation Equipment Coverage Zone: Urban/Peripheral

IdAdmissionCenter Hospital Admission Centre
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• Chronological information fields of the assistance

In relation to the information on the ambulance mobilised for each assistance, the start
and end time of each assistance interval is recorded. This information includes the time
at which the mobile resource is activated by the coordinating centre, the time at which it
arrives at the site of medical assistance, the time elapsed during the action on the patient,
the time of transport of the patient to the hospital, and the time at which the mobile resource
is available again for the next assistance (Table 3).

Table 3. Chronological information of the assistance.

Attribute Description

Year_D Year of date of attendance.
Month_D Month of date of attendance.

Day_D Day of date of attendance.
IdProvince Province code.

Requestdate Request date
IdRequest Request code

IdCall Call code
IdLine Line code

IdLineType Line type code
IdAlertant Alert source code (User, General emergency service . . . )
InLetTime Incoming call time
RingTime Time at which the system rings

AnswerTime Time the call is answered
ResourceCreationTime Time of resource creation

ActivationTime Resource activation time
ExitTime Time of departure of the resource

ArrivalTime Time of arrival of the resource
LoadTime Time of patient loading in the ambulance (resource)

DestinationTime Time of arrival at destination
OperationTime Time at which the resource becomes operational
AvailableTime Time when you are fully available for other assistance

CoordinationTime Demand coordination time
ActivationTiming Time taken to activate the resource
AttentionTiming Patient care time

AnswerTiming Response time (from the time the call comes in until the
resource reaches the patient)

IdExclusionGround Reason for exclusion in case of failure to send the
appropriate resource for that request

IdResourceUnit Resource unit sent.
IdResourceType Resource unit sent.

• Weather information

Numerous studies indicate that environmental and weather factors directly influence
conditions such as allergies and directly influence the onset of certain diseases such as
allergies or certain chronic illnesses. Thus, it is important to bear in mind that Jaén is the
largest oil producer in the world and, therefore, the flowering of the olive tree in spring,
when temperatures are high, means that many people allergic to pollen demand emergency
services. Adverse weather conditions also lead to a proliferation of accidents requiring
emergency services. Therefore, it is clear that for a better management of emergency
resources, these meteorological factors have to be considered as they can influence a sudden
increase in the demand for emergency assistance. In this study, some external factors have
been considered that can influence the number of required assistance such as meteorological
factors (e.g., minimum, maximum, and average temperature, precipitation, humidity, and
daily air quality data). The data downloaded from the website of the Environmental
Information Network of Andalusia REDIAM [29] has a field ESTACION_ID, indicating the
number of meteorological stations, with a total of 20 meteorological stations monitored
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throughout the province of Jaén. All atmospheric data collected in the meteorological
stations of the urban core of the city of Jaén corresponded to the same period of assistance
considered in this research (Figure 2).
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• Sociological information

The urban core is divided into nine districts called postcodes. Because the location
of the assistance provided is given by postcode, as much information as possible was
collected for each postcode. The source of information used was the Institute of Statistics
and Cartography of Andalusia [32], distributed in 100 fields with these generic areas:
(1) total number of inhabitants, by sex and age group; (2) marital status of the population,
by age group; (3) level of studies, by age group; (4) types of housing, use, regime, size; and
(5) households, and number of people that compose it.

• Geolocated quadrants

One of the factors that enriches the database is the incorporation of geolocated infor-
mation. This allows the exploitation of the database to take into account the variability of
the information depending on its location. The minimum geographical unit considered
is a geolocated quadrant of 250 m, which is the one used by the Institute of Statistics and
Cartography of Andalusia [32]. This was not considered in the fragmentation of the urban
core map of Jaén in 128 quadrants with cells of 250 m (Figure 3). The information stored for
each quadrant was:

- Quadrant identification;
- X, Y (UTM Zone 30, ETRS89) coordinates of the four corners;
- Streets and numbers of them included;
- Total population by age groups;
- Employment information: affiliates, for others, in their own and pensioners;
- Link with zip code.
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The entity relationship model conceptually represents the organisation and relation-
ship of the data in the designed database. In this case, it is a simplified representation as
the database has multiple tables (more than 50 tables). The purpose of Figure 4 is to show
the type of information stored and its relationship. Each entity was grouped as a block
of information, and the data blocks represented were as follows: socio-economic data of
the users that can potentially be attended, meteorological and environmental information,
clinical data of the users, geographical information of the users, registers of, and finally, the
emergency resources mobilised.

The database management system used was the Oracle Database [37], which is a
system of object-relational type (ORD). The development environment used was Oracle
SQL Developer [38], an integrated development environment that allows working with
SQL in Oracle databases. This environment allowed us to create and execute SQL queries
and procedures for the integration of different types of information.

• Debugging tables and preparing data

The structure explained above has many applications, one of the most important is to
study the number of attendances that are expected by demarcation, taking into account the
different variables that affect the result. Deepening this assumption, new tables in which
the information grouped by days, zones, and resources will be stored can be generated.
A forecast of the number and type of expected attendances will be obtained as well as
valuable information on the mobilisation of resources that is expected at different times
of the year, also taking into account variables such as atmospheric data, day of the week,
holiday, or work, economic values of the area, and all the variables that surround an
assistance (Table 4).

Table 4. New generated table for resource management optimisation.

Attribute Description

Date Date of data registered
Year Year of data registered

Month Month of data registered
Weekday This field records whether it is a weekend or not.
Holiday This field records whether it is a holiday or not.

Day_Month Number between 1 and 12
Day_Year Number between 1 and 365

Week_Month Number between 1 and 5
Week_Year Number between 1 and 52

Max_Temperature Highest temperature recorded on that date
Min_Temperature Lowest temperature recorded on that date
Avg_Temperature Average temperature recorded on that date

Max_Humidity Highest humidity recorded on that date
Min_Humidity Lowest humidity recorded on that date
Avg_Humidity Average humidity recorded on that date

Wind_Speed Average wind speed value recorded on that date
Radiation Average solar radiation value recorded on that day

Precipitation Average precipitation value recorded on that day
Demarcation Delimitation

Resource_Type Type of resource
Number_Resources Total number of resources mobilised on that date

As indicated above, the urban core of Jaén was divided into 128 quadrants, which
allowed us to exploit the information in a georeferenced manner. Each of the quadrants
were stored using the coordinates that defined them, which allowed us to study the
information of the demands and the population in a detailed and geographical manner.

The way the database was designed and the inclusion of geographic information and
other external factors such as meteorological factors allowed the data to be exploited for
predictive analysis. The growth of the database and the increase in the volume of informa-
tion stored means that valuable historical data are now available. Future exploitation and
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analysis of these data such as detecting patterns of behaviour and relationships between
variables will allow advance planning of the emergency resources available at each time of
the year and in each part of the city.

3.2. Predictive Model

The results of the first phase of the study corresponded to the application of the MDL
algorithm to identify which attributes had the most influence on the target attributes. In this
case, the number of resources mobilised (Table 5) shows the attributes that are related to
the target attribute and are therefore used by the algorithms. The attributes in the database
were checked by the minimum description length (MDL) algorithm, which returned a
value between 0 and 1, with 0 indicating that the attribute has no relationship with the
target attribute, and 1 indicating that the attribute has the maximum relationship. The
attributes that were related to the target and that were used to train the model are shown
below. The model was trained with real demand data from 2011 to 2019, and 2020 was left
out to produce the result of the predictive algorithms with real demand data from 2020.

Table 5. Attributes used in the model.

Name Description

Demarcation Location of the demand requested
Type of holiday Working day or public holiday

Month Month of the request
Day week Day of the week (Monday, Tuesday, . . . )

Maximum humidity Predicted maximum relative humidity
Average humidity Expected average relative humidity

Minimum humidity Predicted minimum relative humidity
Precipitation Precipitation forecast

Solar radiation Solar radiation
Max temperature Predicted maximum temperature

Average_temperature Predicted average temperature
Minimum_temperature Predicted minimum temperature

Type of resource mobilised Type of resource mobilised (ambulance,
intensive care unit, doctor, nurse, etc.)

Wind speed Wind speed

In this work, as mentioned in Section 2.3, two types of regression algorithms were used:
linear and nonlinear. In the case of the linear algorithms, support vector machine (SVM)
with linear kernel and the generated linear model (GLM) were used; on the part of the
nonlinear models, SVM with Gaussian kernel was used. Each model has its advantages and
disadvantages, in the case of SVM, it provides great performance when there is little training
data available, however, GLM is an extension of a linear regression model, which is very
useful when the conditional distribution of the target attribute is not normal, introducing a
link function g (2). Its adjustment in practice is conducted using the maximum likelihood
method, therefore, this model was based on calculating the weighted sum of the predictors.
These models were formulated by John Nelder and Robert Wedderburn as a way of unifying
statistical models such as linear regression, logistic regression, and Poisson regression

The prediction focuses on determining the number of emergency resource activations
that will be required to meet the demand for emergency health care, for which the three
regression models were tested, and to measure their efficiency, a model was generated with
data for the years 2011–2019 and the prediction was made for the year 2020, comparing the
absolute error of the prediction with the real data for the year 2021. The results obtained
were as follows: GLM had an error of 9%, SVM with linear kernel 16%, and SVM with
Gaussian kernel 21%. The efficiency of the model can be seen in the form of a graph.
Figure 5 shows the actual number of emergency resource mobilizations each day during
2020. For this purpose, a predictive model was generated with the training data of the
actual realised demands in the year 2011 until 2019. Then, from the three models tested, it
the prediction of resources to be mobilized in 2020 was generated, and finally, it calculated
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the absolute error by comparing the prediction with the actual value of the mobilised
resources. The graph showed the prediction of the GLM model for each day (red line)
and the blue line represents the actual number of resources mobilised in this year, so the
accuracy of the model could be seen graphically. The absolute error of the GLM regression
algorithm was 9%; this value was very good since the variation in the mobilisation of the
demands can vary from 50 on the day when the most were mobilised and nine on the day
when the least were mobilised (i.e., the variation was higher than 555%).
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Considering that the number of activations varies greatly, ranging from 20 to 45 per
day, it is very important to be able to have a temporary forecast in advance, as each
ambulance is equipped with a doctor, nurse, and driver. Therefore, it involves a significant
expenditure of health care resources.

4. Conclusions

The general objective of the project was to create a database as complete as possible
and with a great diversity of information, which would represent in detail all possible
aspects of the emergency health activity. We did not just want to store data, but to obtain
the maximum details of the entire process of attending to an emergency, that is, from the
moment the call is received in the coordination room until the end of the assistance received
by the patient, thus closing the health claim that said patient originated.

An additional objective that we addressed was to study and store all the non-health
aspects that surround an emergency and that may affect that emergency. As previously
mentioned, the economic, social, environmental, and geographical aspects of each of the
emergencies have been studied. The next step was to analyse all of this information and
study the percentage of relationship that each variable had with the appearance or alteration
of said emergencies. In this sense, it has been concluded that there is a direct relationship
between the environmental factors and the activation of emergency services in Jaén. This
relationship was statistically quantified with the MDL algorithm, which quantifies the
relationship of each attribute with the target attribute.

Another important achievement is that a model was designed using the multi-model
database where not only clinical data, but also other very basic environmental and air
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quality factors are stored, these attributes being precisely some of the input system data for
the prediction. These data are available on several websites with up to a 10-day forecast.

The main conclusion of this work is that we managed to develop models that are able
to predict the number of activations of the emergency services with an absolute error of 6%,
considering the large variation in the number of activations from one day to another, with
variations of more than 110%. Other predictive studies in the health sector have achieved
a reliability of around 80% [26]. This study achieved better accuracy. It is also important
to note that this study worked with health data captured at the time of care by the doctor
or nurse. These data are stored in the optimised database, which allows these data to
form part of the training data of the predictive model by recalculating the predictions and
readjusting the model each day as the database grows. This is disruptive to other work [39],
where public or non-clinical data sources are used.

There are predictive works that use machine learning to address the evolution of
patients in the emergency department, more specifically, the level of mortality [40], and
others have focused on predicting the population groups that are more likely to use health
services [41]. In this sense, what is innovative about the study presented here is that it
focused on accounting for the resources that will be mobilised each day (i.e., being able to
know in advance the emergency health demand that will be received on a given day). It is
therefore a prediction that makes it possible to anticipate the resources available, improving
the quality of patient care. This information, in advance, is an indicator that can be very
important for emergency resource managers, being a useful tool, better than a naïve model
based on the average of historic values. The use of this tool can also help to improve
several aspects of health care management. The first is the economic plan, if the demand is
known well in advance. Another important aspect is that the application of the model will
increase efficiency, as we will be able to anticipate the demand for resources, a key aspect
in health emergencies.

Finally, it can be concluded that this multi-model database allowed us to exploit
the information with predictive models. Furthermore, it is a first step toward further
work in the future to analyse the type of resources requested in the demands and the
main pathologies of the activations, or even determine or predict the location where the
emergency activation will take place.
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