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Abstract

:

Some typical security algorithms such as SHA, MD4, MD5, etc. have been cracked in recent years. However, these algorithms have some shortcomings. Therefore, the traditional one-dimensional-mapping coupled lattice is improved by using the idea of polymorphism in this paper, and a polymorphic mapping–coupled map lattice with information entropy is developed for encrypting color images. Firstly, we extend a diffusion matrix with the original 4 × 4 matrix into an n × n matrix. Then, the Huffman idea is employed to propose a new pixel-level substitution method, which is applied to replace the grey degree value. We employ the idea of polymorphism and select f(x) in the spatiotemporal chaotic system. The pseudo-random sequence is more diversified and the sequence is homogenized. Finally, three plaintext color images of   256 × 256 × 3  , “Lena”, “Peppers” and “Mandrill”, are selected in order to prove the effectiveness of the proposed algorithm. The experimental results show that the proposed algorithm has a large key space, better sensitivity to keys and plaintext images, and a better encryption effect.
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1. Introduction


In recent years, with the popularity of computers, multimedia messages have been transported through the network, causing more attention to be paid to information security. The hash algorithm is a traditional method used to encrypt passwords. When a password is created in clear text, it is run through a hash algorithm to produce the password text stored in the file system. The U.S. standard of a hash function is SHA-1 (Secure Hash Algorithm 1) with 160 bits of output length [1]. It is difficult to be sure of the security of a hash function with 160 bits of output length, and it was cracked in 2017. Additionally, other hash algorithms such as MD5 (Message-Digest Algorithm 5), MD4, and RIPEMD (RACE Integrity Primitives Evaluation Message Digest) have also been cracked [2]. Recently, encryption algorithms with higher security have become a research hotspot. Chaos encryption is a relatively new encryption idea developed in recent years, and spatiotemporal chaos is the best among them. Chaos in nonlinear science refers to a deterministic but unpredictable motion state [3,4,5,6]. Chaos has the characteristics of sensitivity to initial conditions, pseudo-randomness, and ergodicity, which makes chaos closely related to cryptography. In recent years, the security, complexity, and speed of image encryption algorithms based on chaos theory have become a research hotspot [7,8,9,10,11,12,13,14,15]. In addition, some algorithms are also proposed for image processing, image encryption, model optimization, function solutions, fault diagnosis, data security, etc. [16,17,18,19,20,21,22,23,24,25,26,27,28].



The spatiotemporal chaos model derives from the classical natural fluid-mechanics model, and the spatiotemporal chaos model has many advantages. For example, the effect of the pseudo-random sequence generated by the coupled lattice is better than the low-dimensional chaotic model, and the coupled lattice’s iterative efficiency is better than that of the low-dimensional chaotic model. However, it is found in this study that the local chaotic mapping in the previous method of coupled lattice mapping only chooses a kind of chaotic mapping, and in order to avoid the periodic window and other problems, the local chaotic mapping parameter range is also smaller. In 2004, a new encryption theory, the idea of the Polymorphic Cipher (PMC), was proposed by Roelgen, and the sequence cipher was able to generate a new dynamic [29]. Because polymorphic cryptography belongs to the self-compiled class of encryption algorithms, when an attacker attacks the system [30,31,32], the parameters produced by the attacker can be started from the compiler. Because most self-compiled systems are composed of unidirectional functions and are unreadable, they can be reassembled according to attack parameters and unidirectional functions. They can resist differential attacks and brute force attacks. Therefore, based on the idea of polymorphism proposed by Roelgen, this paper increases the local chaotic map to 4, and achieves the goal of polymorphism. Experiments show that the polymorphic coupled lattice map generates better pseudo-random sequences. The keystream generator is the key to the sequence cipher.



On the other hand, there are two typical links in the chaotic cryptosystem, namely scrambling and diffusion. The combination of scrambling and diffusion improves the security of cryptosystems [30,32], but there are still some drawbacks, and some cryptosystems that conform to this rule have been cracked. The main reason is that the chaotic dynamic performance is not fully considered when designing the algorithm. Coupled mapping lattice (CML)-based spatiotemporal chaotic systems are applied to chaotic cryptography to overcome these shortcomings. Coupled lattices have better chaotic dynamics, including more parameters, larger key spaces, and longer periods. Some encryption algorithms based on coupled lattices are not related to plaintext images [33,34,35]. The output ciphertext image relies only on the key, which has been shown to be insecure and not resistant to chosen plaintext/ciphertext attacks [36]. In this paper, we use the idea of polymorphism to improve the traditional one-dimensional-mapping coupled lattice, and construct a selective chaotic map. It can make one-dimensional coupled map lattices produce various pseudo-random sequences based on different chaotic maps. Additionally, the key space is larger than the traditional one-dimensional coupled map lattices. Moreover, the uneven distribution of chaotic sequences in one-dimensional coupled lattices is rearranged to produce homogeneous sequences, and the encryption effect is better.



The experimental results and security analysis showed that the algorithm based on the CML with polymorphic mapping can achieve the goal of polymorphism, improve the traditional one-dimensional-mapping coupled lattice, and construct a selective chaotic map.



The structure of this paper is as follows. In Section 2, we briefly discuss some basic knowledge of polymorphic spatiotemporal chaotic systems and random ergodicity, including extension of the T diffusion matrix, the polymorphic CML, and the replacement of the pixel value. In Section 3, the algorithm proposed in this paper is described in detail, including key generation, and the encryption and decryption processes of the algorithm. Section 4 shows the experimental results. A detailed security analysis of the algorithm is given in Section 5. Finally, the characteristics and shortcomings of the algorithm are summarized.




2. Polymorphic Spatiotemporal Chaotic Systems and Random Ergodicity


2.1. Extension of T Diffusion Matrix


The reversible matrix  T  is only in a   4 × 4   format in Ref. [37], but the diffusion effect is significant in matrix  T . Therefore, this paper extends the matrix  T  to the   N × N   effect, and the effect of the original matrix is the same. Furthermore, when the matrix  T  is extended to a new reversible diffusion matrix, it maintains the reversible property and good diffusion effect of the original matrix.



Suppose  P  is the clear matrix, and the diffusion formula is


  T × P =  P ′  .  



(1)







  P ′   is a plaintext matrix after diffusion.



The original matrix is


  T =  [     n   1   1   1      n + 1    1   2   2      n + 2    1   2   3      n + 3    1   2   3     ]  ,  



(2)




where  n  is an arbitrary value for the control variable.



After extension matrix  T :


  T =  [     n   1   1   1    ...    1      n + 1    1   2   2    ...    2      n + 2    1   2   3    ...    3     ⋮   ⋮   ⋮   ⋮   ⋱   ⋮      n + i    1   2   3    ...     i − 1      ]   



(3)




where   i ( i > 3 )   is the size of the number of rows generated.  n  can take any value for the control variable, which guarantees the invertibility of the matrix. To ensure the effectiveness of the implementation, a format of   4 × 4   and above is recommended.




2.2. Polymorphic CML


Only one kind of chaotic mapping is selected in the one-dimensional coupled image lattice; the result is very good, but the chaotic sequence is not uniform, and the number of iterations needs to be abandoned. Moreover, if the parameter selection of the chaotic map is not good, it will easily lead to the phenomenon of the periodic window. So, this paper multiplies the pseudorandom sequence and the matrix  T  mentioned in the previous paper, and diffuses a coupled image lattice to the uniform state because of the reversible property of the matrix  T . So, in this paper, we add four chaotic maps to the traditional chaotic map.



A coupled image lattice is a simple model that can describe the complex dynamics of closed systems and is defined as Equation (4).


   x  n + 1   ( i ) = ( 1 − ε ) f (  x n  ) +  ε 2  [ f (  x n  ( i + 1 ) + f (  x n  ( i − 1 ) ) ] , ε ∈ ( 0 , 1 )  



(4)




when   i = 1 , 2 , ... , L  ,  L  represents the size of the lattice. In this paper, when the CML system is used at the pixel level, it is set to 10;  n  represents the evolution time,   ε ∈ ( 0 , 1 )   is the coupling coefficient, and the    x n  ( L ) =  x n  ( 0 )   edge conditions are satisfied.  ε  and    x 0  ( 1 )   and    x 0  ( 2 )   are used as keys. When   f ( x )   is a chaotic map, the dynamical characteristics of the system are also chaotic. In the course of the study,   f ( x ) = 4 x ( x − 1 )   and   ε = 0.5  , and 10 grids were selected and iterated 10,000 times. There was a phenomenon of two-level differentiation. When different coefficients were selected, the histogram data showed different degrees of two-level differentiation. As shown in Figure 1.



Chaotic maps are used to generate chaotic sequences, which are random sequences generated by simple deterministic systems. Therefore, using the idea of polymorphism, let   f ( x )   choose between them to increase the diversity of random sequences and increase the security of the algorithm. The chaotic map   f ( x )   is defined as


  f ( x ) =  a 0  [ μ  x n  ( 1 −  x n  ) ] +  a 1  [ b  x n  − a  x n 3  ] +  a 2  [    x n   / α  ] +  a 3  [   ( 1 −  x n  )  /  ( 1 − α )   ] mod 1  



(5)







The chaotic mappings and their corresponding parameter ranges are shown in Table 1. In this paper, when designing   f ( x )  , we use a simple chaotic map to design 15 alternative mappings that can increase the change in the pseudo-random sequence. When    a 0   a 1   a 2   a 3  = 1111   represents all the chaotic maps, it is all selected and discarded as the state of    a 0   a 1   a 2   a 3  = 0000  .




2.3. Use of the Probability Replacement of the Pixel Value


Suppose that for a plaintext image  P  of size   M × N  ,  M  is the number of rows and  N  is the number of columns. If we divide them evenly into  n  parts, calculate the frequency of every pixel value in every small image and sort them, and then, use the generated pixel values to replace the others, the pixel values can be replaced [38]. Additionally, because the pixel value is 8 bit, the higher pixel values have more information than the originals. When filling 0 to expand the digit, we need to fill 0 on the left side [39,40,41]. However, considering the complexity of key management, we recommend   n ≤ 16   as follows:



Step 1: Judge the parity property of the   M × N   image; if it is an odd number,  i  chooses 1; if it is even,  i  chooses 2; the number of part n should satisfy


  n =   M × N     ( 2 i )  2  ×   ( 2 i − 1 )  2    ,   i ∈ { 1 , 2 } .  



(6)







Step 2: Calculate the frequency of the pixel value in every plaintext image, and construct a Huffman tree based on the frequency of the pixel value by using the Huffman encoding rule.



Step 3: Because the obtained Huffman code does not satisfy 8 bits, it needs to be extended. Because the information of high pixel values is more than that of low pixel values, it needs to fill in 0 on the left when the number 0 is extended, but not on the right side. The effects are shown in Figure 2 and Figure 3.





3. Image Encryption Algorithm Based on CML with Polymorphic Mapping


3.1. Key Generation


The key parts of the cryptosystem include the control parameter  ε  of the CML system; the initial values    x 0  ( 1  ) ′    and    x 0  ( 2  ) ′   ; the selected    a 0   a 1   a 2   a 3   ; the initial parameters of the chaotic mapping    x 0  ,  x 1   ; the   n , i  ; and the RSA 1024-bit keys in the diffusion matrix  T .




3.2. Encryption Algorithm Process


For a plaintext image  P  of size   M × N  , the encryption process is as follows:



Step 1: Given the initial key, the SHA-256 algorithm is used to transform the sequence into binary encoding. After the sequence   H a s h = [  h 1  ,  h 2  ,  h 3  , … ,  h  256   ]  , the first 8 bits is selected, the first 4 bits are judged and the latter 4 bits are selected.



Step 2: According to the initial key,   H a s h = [  h 1  ,  h 2  ,  h 3  , … ,  h  256   ]   is obtained,    H 1  = [  h 9  ,  h  10   ,  h  11   ,  h  12   ,  h  13   ]   is selected to obtain the selection sequence of    a 0   a 1   a 2   a 3   , and the specific   f ( x )   is selected.



Step 3: From the key    H 2  = [  h 9  ,  h  10   ,  h  11   ,  h  12   ,  h  13   ]  , the sequence is transformed into the CML’s initial parameter and coupling coefficient.  i  is any value and the coupling coefficient is calculated by Equation (7).


  ε = [ ( H × n ×   10   − 2   ) mod i ] mod 1  



(7)







Step 4: The initial values generated by    x 0  ( 1 )   and    x 0  ( 2 )   are replaced by pixel values. The formula is as follows.


   {       x 0  ( 1 ) = [ Haffman (  i 1  ) × 0.123 ] mod 1        x 0  ( 2 ) = [ Haffman (  i 2  ) × 0.234 ] mod 1        



(8)







Step 5: Disposal. The scrambling processing is performed using the function   s o r t ( ⋅ )  . If  A  is the vector to be sorted,   [ B ,   i n d e x ] = s o r t ( A )  , where  B  is the sorted vector  A , and   i n d e x   is the index of each item in  B  corresponding to vector  A .



Step 6: The  n , i  of the diffusion matrix  T  is selected from the rule of probability substitution.



Step 7: The two value sequences   s e  q i    are determined; the formula is as follows:


  s e  q i  =  {      1 ,      x i  > 0.5       0 ,      x i  ≤ 0.5        



(9)







Step 8: The bit-OR operation is performed at the end of this pixel level encryption process.



Figure 4 describes the process of the encryption algorithm.




3.3. Decryption Process of Algorithm


The Huffman code used in the encryption process is irreversible. In the process of encryption, the probability of each pixel value in the image is completely destroyed. So, in the process of decryption, the Huffman code is processed separately. This paper uses the traditional RSA scheme to deal with the problem. The other steps are the inverse of the encryption process [42,43].





4. Experimental Results


Here, we choose three plaintext color images of   256 × 256 × 3  , “Lena”, “Peppers” and “Mandrill”, to simulate the algorithm in this paper. We choose the initial key (hash, diffusion matrix) to verify the effect, and the selected matrix size is   8 × 8   sequences, where   n = 2  ; the local parameters are related to the initial key. The experimental results are the same as the expected experimental results. All three plaintext images of   256 × 256 × 3   can be encrypted, and intuitively, no clear plaintext information appears in the image. Figure 5, Figure 6 and Figure 7 are the simulation results.




5. Security Analysis


In this section, we will conduct a theoretical analysis and numerical simulations of a violent attack, statistical attack, differential attack, chosen plaintext attack, etc., and compare the results with Refs. [31,32,44].



5.1. Key-Space Analysis


A large enough key space can resist violent attacks and improve the security of encryption algorithms. The key space includes all keys used in the scrambling and diffusion processes. Valid keys for this algorithm are as follows:



The initial key is:


  H a s h = [ 5312 f b 609 f 60384731 f c f c b 95 d e e f 3602239 b f 61 f 865 a 07 b d 8 e 08 d 818 d 22 e 9 f a ] .  











Since the initial key used in this paper is generated by the hash function of the SHA-256 algorithm, there are a total of 256 bits, and there are 256 cases of probability replacement of the pixel values in this paper, as well as the   n , i   part of the diffusion matrix  T  and the public key, plus the secret 1024 bits in the RSA algorithm. So, if the computing precision of the computer is     10   − 14    , the algorithm key space designed in this paper is    2  256   × 256 × 4 ×  2  10   ≈  2  276    , far greater than that of the password system; thus, this algorithm can resist the a violent attack.




5.2. Statistical Analysis


Image histogram analysis and adjacent-pixel correlation are two very important statistical properties of image encryption algorithms, and can reflect the algorithm’s ability to resist statistical attacks.



5.2.1. Histogram Analysis


Figure 8 and Figure 9 give the histograms of the RGB channels of the plaintext and ciphertext images of “Lena”. Comparing their histograms, it can be found that the histogram distribution of encrypted plaintext images is more uniform than before encryption. Therefore, an image encrypted by this algorithm makes a statistical analysis attack difficult.




5.2.2. Adjacent Pixel Correlation


To resist statistical attacks, the correlation between adjacent pixels must be effectively reduced [31,32,44]. Using Equation (10) to calculate the correlation between the adjacent pixels of the plaintext and the ciphertext images, we randomly select 10,000 pairs of pixels in the plaintext and the ciphertext images of the “Lena” R channel, as shown in Figure 10. The correlations between the adjacent pixels of the horizontal, vertical, and diagonal lines of these pixels are also tested, as shown in Table 2.


   r  x y   =   cov ( x , y )     D ( x )     D ( y )      



(10)




when,


  cov ( x , y ) =  1 N    ∑  i = 1  N   (  x i  − E ( x ) ) (  y i  − E ( y ) )   , D ( x ) =  1 N    ∑  i = 1  N     (  x i  − E ( x ) )  2    , E ( x ) =  1 N    ∑  i = 1  N    x i    .  



(11)








5.2.3. Information Entropy


Entropy is an index used to measure uncertainty [31,32,44], that is, the probability of discrete random events. The more chaotic the system is, the higher the information entropy, and vice versa. The value can be calculated by Equation (12).


  H ( s ) =   ∑  i = 0    2 L  − 1    p (  s i  )     log  2   1  p (  s i  )    



(12)







Here   p (  s i  )   is the probability that    s i    occurs. The information entropy of the encrypted ciphertext image should be closer to 8. The results in Table 3 show that the encrypted information of the ciphertext image is not easy to leak, and it can better resist statistical attacks.




5.2.4. Resistance to Differential Attacks


A differential attack analyzes the data of the image based on the ciphertext before modification and after modification, and obtains the key by making small changes to the text. Here, the number-of-pixels change rate (NPCR) and the unified mean change intensity (UACI) are calculated [31,45]. The larger the value of NPCR, the more sensitive the encryption algorithm is to changes in the original plaintext. The larger the UACI value, the greater of the average change intensity. The number-of-pixels change rate is calculated as follows:


  N P C R =    ∑  i , j   D ( i , j )   W × H   × 100  



(13)






  U A C I =  1  W × H   [   ∑  i , j       |   c 1  ( i , j ) −  c 2  ( i , j )  |    255     ] × 100  



(14)




where  W  and  H  denote the width and height of the image, respectively. Additionally,    c 1    and    c 2    denote two ciphertext images after the original plaintext is changed by one pixel. If    c 1  ( i , j ) ≠  c 2  ( i , j )  , then   D ( i , j ) = 1  ; otherwise,   D ( i , j ) = 0  . The experimental results in Table 4 show that, in general, NPCR is close to 99.6049% and UACI is close to 33.4635% [32,46]. The results show the advantages of the algorithm in resisting differential attacks.




5.2.5. Robustness Analysis


We use a noise attack and block attack to test the robustness of the algorithm [32,44]. Compared with other common noise types, salt-and-pepper noise has a greater direct impact on the ciphertext image. Therefore, this experiment considers the effect on the plaintext image after adding salt-and-pepper noise to the algorithm. We add different strengths of salt-and-pepper noise to the plaintext and use the same key for encryption and decryption. Figure 11 shows the encrypted image with three noise values of 0.02, 0.12, and 0.2, respectively.




5.2.6. Sensitivity Analysis


The main part of this article contains the initial key part, the   n , i   parameter in the matrix  T , and the cryptographic part of the RSA algorithm. The RSA algorithm is a traditional encryption method, so it has not been tested in sensitivity tests. This paper only changed the initial key


  H a s h = [ 5312 f b 609 f 60384731 f c f c b 95 d e e f 3602239 b f 61 f 865 a 07 b d 8 e 08 d 818 d 22 e 9 f b ] ,  








and the  n , i  parameters in the matrix  T , and the  n , i  of the replacement of the pixel values under the premise that the RSA was not cracked. The experimental results in Figure 12 show that the encryption scheme of the CML color image based on the polymorphism principle designed in this paper has good sensitivity to keys.




5.2.7. Complexity Analysis


The time-consuming nature of the calculation of floating-point data in an encryption algorithm was considered in this section. In generating the chaotic sequence using the CML system,   Θ ( L × M × N )   iterations of floating-point data were performed. When using the  T  matrix to perform the diffusion of pixel values, the corresponding computational complexity was   Θ ( n × M × N )   operations of floating-point data. It is less efficient when using Matlab R2016b to calculate and select CML sequences, but it can still meet the needs of real cryptosystems. This article mainly considers the security of the image encryption algorithm, so this does not violate the original intention of this article.



The running environment of this algorithm is 8.00 GB RAM, Intel(R) Core(TM) Intel(R) Xeon(R) CPU at 2.67 GHz, the operating system is Windows 8, and the simulation software is Matlab R2016b. We know that Matlab is an excellent piece of simulation software, but its efficiency is low; the algorithm’s running speed and programming language, CPU, memory size, operating system, etc. have certain purposes. It is less efficient when using Matlab to calculate and select CML sequences, but it can still meet the needs of real cryptosystems. The purpose of this article is to propose a more secure image encryption algorithm, so this is not contrary to the original intention of this article.






6. Conclusions


A new polymorphic coupled map lattice based on information entropy is developed for encrypting color images in this paper. Firstly, we extend a diffusion matrix with the original 4 × 4 matrix into an n × n matrix. Then, the Huffman idea is employed to propose a new pixel-level substitution method, which is applied to replace the grey degree value. We employ the idea of polymorphism and select f(x) in the spatiotemporal chaotic system. The pseudo-random sequence is more diversified and the sequence is homogenized. Three plaintext color images of   256 × 256 × 3  , “Lena”, “Peppers” and “Mandrill”, are selected in order to prove the effectiveness of the proposed algorithm. The results show the advantages of the algorithm in resisting differential attacks. An encrypted image with three noise values of 0.02, 0.12, and 0.2 is obtained. The security of the image encryption algorithm does not violate our original intention. Therefore, the results of brute-force attacks, statistical attacks, and plaintext attacks show that the algorithm has good security. In addition, in our study, the mixed model gradually replaced the single CML model, and showed better results in resisting various typical attacks [47]. Therefore, the hybrid model of the genetic algorithm and CML will be further studied.
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Figure 1. Pseudorandom sequence distribution. (a) The original CML chaotic sequence is distributed. (b) After the T matrix is completed, the CML chaotic sequence is distributed. 
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Figure 2. RGB-channel image of Lena: (a) original plaintext, R-channel image; (b) original plaintext, G-channel image; (c) plaintext, B-channel image. 
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Figure 3. RGB-channel image after the replacement of Lena pixel value: (a) replacement, after R-channel image; (b) replacement, G-channel image; (c) replacement, B-channel image. 
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Figure 4. Flowchart of the image encryption algorithm based on CML with polymorphic mapping. 
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Figure 5. Lena encryption process. (a) Original image Lena; (b) encrypted image Lena; (c) decrypted image Lena. 
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Figure 6. Mandrill encryption process. (a) Original image Mandrill; (b) encrypted image Mandrill; (c) decrypted image Mandrill. 
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Figure 7. Peppers encryption process. (a) Original image Peppers; (b) encrypted image Peppers; (c) decrypted image Peppers. 
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Figure 8. RGB histogram of Lena. (a) Lena R-channel pixel histogram; (b) Lena G-channel pixel histogram; (c) Lena B-channel pixel histogram. 
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Figure 9. RGB histogram of Lena after encryption. (a) encrypted, Lena’s R-channel pixel histogram; (b) encrypted, G-channel pixel histogram; (c) encrypted, B-channel pixel histogram. 
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Figure 10. The level of adjacent-pixel correlation. (a) Lena plaintext; (b) Lena ciphertext horizontal correlation; (c) Lena plaintext vertical correlation; (d) Lena clear text vertical correlation; (e) Lena plaintext diagonal correlation; (f) Lena plaintext diagonal correlation. 






Figure 10. The level of adjacent-pixel correlation. (a) Lena plaintext; (b) Lena ciphertext horizontal correlation; (c) Lena plaintext vertical correlation; (d) Lena clear text vertical correlation; (e) Lena plaintext diagonal correlation; (f) Lena plaintext diagonal correlation.
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Figure 11. Noise experiment adding noise intensity of (a) 0.02, (b) 0.12, and (c) 0.2 after the encrypted image, and (d–f) is their corresponding decryption image. 
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Figure 12. Sensitivity experiment. (a) Changes the hash value; (b) changes the  n  of the  T  matrix and decrypts the image of the  n , i ; (c) changes the decryption image of the Huffman replacement rule; and (d) the correct key decryption. 
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Table 1. Chaotic mappings and parameter ranges.
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	    f ( x )    
	Parameter Range





	    x  n + 1   = μ  x n  ( 1 −  x n  )   
	   μ ∈ ( 0 , 4 ) ,  x  n + 1   ∈ [ 0 , 1 ]   



	    x  n + 1   = b  x n  − a  x n 3    
	   b ∈ [ 0 , 3 ] ,  x n  ∈ [ − c , c ]   



	    x  n + 1   =    x n   / α    
	   0 ≤  x n  ≤ 0.5 , α ∈ ( 0 , 1 )   



	    x  n + 1   =   ( 1 −  x n  )  /  ( 1 − α )     
	   0.5 ≤  x n  ≤ 1 , α ∈ ( 0 , 1 )   
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Table 2. Correlation between adjacent pixels of plaintext and ciphertext images.
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Lena

	
Plaintext

	
Ciphertext




	
R

	
G

	
B

	
R

	
G

	
B






	
Horizontal

	
0.988

	
0.983

	
0.955

	
0.002

	
0.009

	
0.001




	
Vertical

	
0.974

	
0.951

	
0.935

	
0.032

	
−0.002

	
0.052




	
Diagonal

	
0.974

	
0.950

	
0.921

	
0.002

	
0.019

	
0.025
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Table 3. Information entropy of clear and ciphertext images.
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Lena

	
Information Entropy of Plaintext Image

	
Information Entropy of Ciphertext Image




	
R

	
G

	
B

	
R

	
G

	
B






	
Our paper

	
7.253

	
7.594

	
6.688

	
7.990

	
7.925

	
7.904




	
Ref. [31]

	
-

	
-

	
-

	
7.883

	
7.875

	
7.570




	
Ref. [32]

	
-

	
-

	
-

	
7.880

	
7.854

	
7.953




	
Ref. [44]

	
-

	
-

	
-

	
7.950

	
7.968

	
7.882











[image: Table] 





Table 4. NPCR and UACI values for ciphertext images.
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Lena

	
NPCR/%

	
UACI/%




	
R

	
G

	
B

	
R

	
G

	
B






	
Ref. [31]

	
41.96

	
41.96

	
41.96

	
33.25

	
33.25

	
33.25




	
Ref. [32]

	
86.68

	
86.68

	
86.68

	
32.51

	
32.43

	
32.43




	
Ref. [44]

	
94.68

	
95.68

	
98.68

	
33.46

	
34.50

	
35.49




	
Our paper

	
98.44

	
98.42

	
98.44

	
33.38

	
33.28

	
33.38
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