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Abstract: The complexity of diseases in tunnel linings and the interference of clutter and the strong
reflection of rebar in ground-penetrating radar (GPR) data are the important factors that lead to the
low accuracy and poor automation of disease detection. As consequence, this paper carries out an
automatic detection method for hidden lining diseases. Firstly, in order to suppress the interference
of strong clutter, the state equation and measurement equation of GPR data are established, and
the recursive formula of clutter suppression is deduced. Secondly, combined with a convolution
neural network, the network which can suppress the strong reflection of rebar is built. Finally,
the multi-dimensional characteristics of disease in the time domain, frequency domain, and time-
frequency domain are extracted, and then the support vector machine (SVM) data set is established
and the automatic detection method for diseases is formed. The proposed method can avoid the low
efficiency of manual interpretation and the over-dependence of detection accuracy of relying upon
the experience level of technicians.

Keywords: tunnel lining; rebar interference suppression; disease detection; convolution neural
network; ground-penetrating radar

1. Introduction

Tunnel linings which are widely distributed have changeable geological conditions,
and they face complex service environments. Due to different having construction years
and different standards, as well as uncertain levels of construction quality, there are many
types of hidden diseases in the lining of running tunnels, such as cavities, voids, lack of
density, and cracks. The existence of hidden diseases in linings makes it difficult for the
mechanical properties of tunnel structures to reach their design values. In the light, the
maintenance cycles and service lives of tunnels are shortened. Under weight, when a
tunnel’s structure is damaged, diseases of the lining can be induced, such a split lining,
a blockage, or even a collapse, as shown in Figure 1, all of which threaten the safety of
vehicle operations. Therefore, effective detection methods are urgently needed to detect
hidden diseases in tunnel linings and provide the basis for tunnel disease control.

Among the non-destructive detection methods for tunnel linings, ground-penetrating
radar (GPR) is a fast and high-resolution method. It can infer the spatial location and shape
distribution of lining diseases through the reflected waves of high-frequency electromag-
netic pulses, and it has been widely used and studied in the engineering field. Forward
modeling and model tests of lining cavities have been carried out, and the time domain
characteristics of radar responses which can provide the basis for interpretation of lining
cavities have been summarized [1,2]. The forward modeling of lining voids under rebar
has been implemented, and its judgment basis was provided through a frequency domain
analysis [3]. In addition, the forward modeling of common hidden diseases in lining, such
as cavities, voids, lack of density, and cracks, has been carried out, and the influences of
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the locations and shapes of the hidden diseases on the radar responses were analyzed in
the time domain [4–6]. Further, Li Yao analyzed the causes of common hidden diseases
in linings and summarized the radar data interpretation criteria of typical diseases in the
frequency domain [7].

Figure 1. Tunnel structure damage. (a) Split lining. (b) Lining block.

However, most of the existing literature only analyzes the characteristics of lining
diseases through the time domain, frequency domain, or time-frequency domain, and it
does not comprehensively consider the multi-dimensional characteristics of lining diseases
in the three domains, which leads to a single basis for disease interpretation and judgment
and affects the accuracy of disease detection.

There is clutter and other interference in the radar data of lining disease, and the echo
energy generated by the diseases is very small and usually submerged by the interference
components. To solve this problem, scholars have carried out research on interference sup-
pression [8–11]. At present, clutter suppression methods can be divided into three categories:
the time domain methods, frequency domain methods, and space vector methods. The main
representative of the time domain methods is the mean elimination method. The frequency
domain methods mainly include the frequency wavenumber method, the directed wavelet
method, the curvelet transform [12], and the Shearlet transform [13]. From the space vectors,
the proposed method is primarily principal component analysis [14].

Nevertheless, due to the interference of the strong reflection waves from rebar in the
shallow layers of linings, the identification accuracy for hidden diseases in lining is low,
and the existing literature rarely studies removal methods for rebar interference [15–19].

In addition, the radar detection of lining diseases is mainly performed manually, and
the detection accuracy relies too much on the experience level of the technical personnel,
and so the degree of automation is poor. Moreover, the detection of tunnel lining diseases
usually requires the set-up of multiple measuring lines within the full length of a tunnel,
and so the data volume is large and the efficiency of the manual interpretation is low [20–25].
At present, most of the automatic detection methods for lining diseases are based on B-scan
data, and compared with A-scan data, B-scan data are of a larger size [26–31].

Through the above analysis, considering the characteristics of the single interpretation
basis and the serious interference in detecting hidden tunnel lining diseases, and given the
urgent need for automatic detection, this paper proposes an automatic detection method
for hidden lining diseases based on GPR. Firstly, a Kalman filter, which is more suitable for
processing non-stationary radar data, is used to suppress clutter. Then, the interference of
rebar is suppressed based on a convolution neural network. Finally, a classification model
is established to realize the automatic detection of diseases by using multiple identification
features which can reflect the main characteristics of diseases in the time domain, frequency
domain, and time-frequency domain.
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2. Derivation of Disease Automatic Detection

This section derives the automatic detection method for diseases in tunnel linings.
Firstly, clutter suppression and rebar interference suppression are carried out on B-scan
data, then each A-scan data set is judged for whether it contains disease information. By
judging each A-scan data set one by one, the automatic disease detection of B-scan data
can be completed.

2.1. Clutter Suppression

The GPR data collected from tunnel linings contain clutter, noise, and target signals.
Clutter is mainly composed of direct waves, measurement noise can be regarded as Gaus-
sian white noise, and target signals are reflected waves from disease and rebar in tunnel
linings. According to Fresnel reflection law, the energy of a direct wave is approximately
50 percent of the transmitted energy, while the energy of the disease is very weak and is
usually submerged by clutter [31].

As the state equation is used to describe the dynamic change law of the state variable,
the current value of the state variable is estimated through the value of the previous state
and the latest measured data. A Kalman filter is exactly suitable for GPR data, which is
non-stationary data. Thus, it is adopted to suppress clutter in this paper.

(1) GPR data model

The collected GPR data from a measurement position is called A-scan data, and
the collected data from along the measurement direction is generally called B-scan data.
If we let ym(i), cm(i), sm(i), and nm(i) denote A-scan data, clutter, target signals, and
the measurement noise of the m−th measure position, respectively, then i represents the
sample point in the depth direction. In order to separate the target signals and clutter, two
hypotheses, H0 (the target signal is present) and H1 (the target signal is not present), must
be tested against each other, as follows:

H0 : ym(i) = cm(i) + sm(i) + nm(i) and (1)

H1 : ym(i) = cm(i) + nm(i) (2)

(2) State equation and measurement equation under H0

According to the signal model of a Kalman filter, when the target signal sm(i) is
contained in the A-scan data ym(i), the state equation and measurement equation of the
GPR data can be expressed as follows:cm(i)

sm(i)
bm(i)

 = A

cm−1(i)
sm−1(i)
bm−1(i)

+

e1m−1(i)
e2m−1(i)
e3m−1(i)

, (3)

ym(i) = B

cm(i)
sm(i)
bm(i)

+ nm(i), (4)

A =

1 0 0
0 1 1
0 0 1

, and (5)

B =
[
1 1 0

]
, (6)

where cm(i), sm(i), and bm(i) are considered as the state variables and the A-scan data
ym(i) is regarded as measured data. A and B denote the transition matrix between the
state variables and the gain matrix between the state variables and the measured data,
respectively. bm(i) denotes the change of the target signal and e1m−1(i), e2m−1(i), and
e3m−1(i) denote process noise.
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(3) Kalman filtering under H0

The main steps of Kalman filtering under the hypotheses H0 are shown below. First,
the iterative initial conditions of the Kalman filtering are set by the measured data and the
initial conditions are defined as follows:

c′′0 (i) =
1
M

M

∑
m=1

ym(i), (7)

s′′0 (i) = 0, (8)

b′′0 (i) = 0, and (9)

P′′0 (i) =


1
M

M
∑

m=1
(ym(i)− c0(i))

2 0 0

0 0 0
0 0 0

, (10)

where P′′0 (i) denotes the initial value of the covariance matrix of the state variable estimation.
Second, without considering the process noise and measurement noise, the estimated

value of the state variables is calculated as:c′m(i)
s′m(i)
b′m(i)

 = A

c′′m−1(i)
s′′m−1(i)
b′′m−1(i)

. (11)

Then, in order to minimize the mean square value of the state variable estimation
error, the estimated value of the state variable is corrected by a weighted estimated error of
the measured data, as follows:  c′′m(i)

s′′m(i)
b′′m(i)

 =

 c′m(i)
s′m(i)
b′m(i)


+Hm(i)

ym(i)− B

 c′m(i)
s′m(i)
b′m(i)

 (12)

where Hm(i) denotes the weighted matrix, Pm(i) denotes the covariance matrix of the
state variable estimation error, Rn represents the power of the measurement noise, and Q
represents the covariance matrix of the process noise.

Hm(i) = Pm(i)BH(BPm(i)BH + Rn)
−1

and (13)

Pm(i) = AP′′m−1(i)A
H + Q. (14)

In addition, using the weighted matrix, the covariance matrix of the state variable
estimation error is also corrected for the next iteration:

P′′m−1(i) = (I−Hm(i)B)Pm(i). (15)

Along with the progress of the Kalman filter iterations, the target signals will gradually
be separated from the clutter. The processing chain for the Kalman filtering under hypothe-
sis H0 is as shown in Figure 2. The number of iterations is set by the signal-to-clutter ratio
(SCR), and the target signal separated in the m-th iteration is s′′m(i).



Electronics 2022, 11, 3290 5 of 15

Figure 2. Processing chain for the Kalman filtering under hypothesis H0.

(4) Clutter suppression using Kalman filtering

When the target signal sm(i) is not contained in the A-scan data ym(i), the state
equation and measurement equation of the GPR data can be rewritten as Equations (16)
and (17), respectively. The processing chain for the Kalman filtering under hypothesis H1
is similar to that of hypothesis H0:

cm(i) = cm−1(i) + e1m−1(i) and (16)

ym(i) = cm(i) + nm(i). (17)

According to the Kalman filtering model, both with and without a target signal,
the conditional probability of the GPR data obeying each model at a specific location is
calculated and the current model state is judged by the conditional probability, and then
the clutter is suppressed by the corresponding Kalman filtering model.

2.2. Rebar Interference Suppression

Due to the interference of strong reflection waves and multiple waves of rebar in tunnel
linings, it is very difficult to identify the internal diseases of tunnel linings. Considering the
great success of Unet in the field of image segmentation, this paper builds a network based
on a convolution neural network which can complete the mapping from rebar interference
data to non-rebar interference data so as to realize the suppression of rebar interference
and the recovery of disease data, and then it improves the accuracy of disease detection.

In order to provide the data set needed for training the network, this paper first
establishes a paired disease model, with and without rebar, whose other parameters are
exactly the same. Then, GPRMAX software is used to simulate the paired disease model.
The parameters of the simulation are shown in Section 3.1. The paired simulation results,
shown in Figure 3 (taking the lack of density disease as an example), are used as the input
data and output data of the network, respectively. Considering that deep learning requires
a large amount of training data, 40,000 pairs of disease models are established in this paper.
Among them are four types of common hidden diseases in tunnel linings–cavities, voids,
lack of density, and cracks—with 10,000 pairs for each disease type.
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Figure 3. The paired simulation results of the diseases: (a) with rebar, and (b) without rebar.

In order to make the data sets of hidden diseases in tunnel linings more comprehensive,
the locations, scales, and other parameters of the diseases are randomly distributed, and
the distribution ranges refer to the slight levels of interim provisions for safety grade
assessments of railway operation tunnel linings (railway transport letter [2004] No. 174). In
addition, considering the influence of rebar depth, spacing, diameter, and other factors of
disease data, the distribution of rebar in the disease data set must be diversified. Therefore,
in the data set established in this paper, the depth, spacing, diameter, and other parameters
of the rebar are also randomly distributed, and the distribution range is designed according
to the railway tunnel design specifications.

In order to effectively suppress the rebar interference in the input data, this paper
plans to add an attention module from the Unet structure, as shown in Figure 4. A Unet
structure is divided into two symmetrical parts: the left half of the network is mainly used
for feature extraction and the right half is up-sampled. Such a structure is also called an
encoder–decoder structure.

Figure 4. Added attention module from the Unet structure.

The blue arrow in Figure 4 represents the convolution operation. The number of con-
volution kernels can be obtained by the number of layers of the feature image obtained.
For example, 64-dimensional feature images can be obtained from the input B-scan image
through 64 convolutional kernels, which are 1 × 1 in size. The red arrow represents the
pooling operation. This paper uses the maximum pooling of 2 × 2, which can halve the
lengths and widths of the input features. Through a series of convolution and pooling
layers, the network changes an input B-scan image into a 1024-dimensional feature. This
part of the network is an encoder structure.

The black arrow in Figure 4 represents the deconvolution operation of 2 × 2, which
can double the lengths and widths of the input feature images. The green arrow is a copy
operation. The yellow box obtained by copying the input features and the green box obtained
by up-sampling are spliced to obtain a more “thick” feature in the third dimension, which
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can combine the shallow features containing more local details with the deep features
containing more global information. Through a series of deconvolution layers and convolu-
tion layers, the 1024-dimensional features obtained in the middle are finally restored to a
1-dimensional output image. This part of the network is the decoder structure.

In addition, the black circle in Figure 4 represents the attention module and the purple
arrow is the input of the attention module, while the structure of the attention module
is shown in Figure 5. Before the shallow features are copied and stitched with the deep
features after up-sampling, the shallow features x and deep features g are input into the
attention module and the obtained attention coefficient a is multiplied with the shallow
features x and stitched with the deep features after up-sampling.

Figure 5. The structure of the attention module.

In order to avoid the problem of network degradation in the process of network
training, this paper adds a residual block, as shown in Figure 6, and it trains the Unet,
attention Unet, and attention Unet with the residual block using the disease data set at the
same time. The superiority of the proposed network is verified by the suppression of the
rebar interference.

Figure 6. The structure of the residual block.

2.3. Automatic Disease Detection

The one-dimensional A-scan data collected by radar in a single measurement position
contains rich time-frequency information which can reflect the essential characteristics
of hidden diseases, and it has a low amount of data. The two-dimensional B-scan data
collected by radar along the measurement direction can reflect the shape information of
hidden diseases in tunnel lining. Considering the large amount of data in the process
of detecting hidden diseases in tunnel linings, this paper extracts the multi-dimensional
features of A-scan data, and then it uses an SVM (support vector machine) algorithm to
build a binary classification model and it classifies the A-scan data from the computer
vision, judges whether or not it contains disease signals, and completes the rapid automatic
detection of disease.

The processing chain of automatic disease detection is shown in Figure 7. As the SVM
algorithm is based on the training of positive and negative samples to complete the disease
detection, this paper randomly extracts 120 A-scan data without rebar interference from
the data set built in Section 2.2 to form a classification data set in which the first 60 are
non-disease data and the last 60 are disease data. Among the disease data are four types of
common hidden diseases in tunnel linings: cavities, voids, lack of density, and cracks.
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Figure 7. The processing chain of automatic disease detection.

Then, six identification features of each A-scan datum in the classification data set are
calculated. The six identification features are the maximum amplitude, maximum amplitude
occurrence time, energy, spectrum variance, time-frequency information entropy, and
the maximum amplitude of the first intrinsic mode function (IMF). The SVM sample set
(with a sample dimension of 6 and a sample number of 120) is established by taking the
identification features of 120 A-scan data in the classification data set. The identification
features of non-disease data are negative samples, and the label is 0. The identification
features of the disease data are positive samples, and the label is 1.

Finally, after normalizing the SVM sample set, 30 positive and 30 negative samples are
extracted to form the training set, and the remaining samples form the test set. The SVM is
used to train the training set to obtain the binary classification model, and the test set is
used to verify the classification accuracy of the model. The model can automatically detect
whether A-scan data, after interference suppression, contain disease information.

3. Experimental Results
3.1. Establishing a Paired Disease Data Set

In this paper, GPRMAX software [32] is used to simulate hidden disease in tunnel lining.
Considering the cost of the calculation time, the model size is set as 2.5 m (line direction) ×
0.65 m (depth direction). The radar antenna scans from left to right on the upper boundary of
the model. The center frequency of the radar antenna is 900 MHz, the input signal source
is a Ricker wavelet, and the antenna is air-coupled. The time window is 12 ns, the radar
antenna scans from left to right on the upper boundary of the model (moving 2 cm each
time), and 115 signals are collected.

Considering that deep learning requires a large amount of training data, 40,000 pairs
of diseases are simulated. Among them are four types of common hidden diseases in tunnel
linings—cavities, voids, lack of density, and cracks—with 10,000 pairs of each type used.
Figure 8 shows an example model for each of the four diseases, and the corresponding
simulation results are shown in Figure 9.
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Figure 8. Hidden disease model: (a) void, (b) cavity, (c) crack, and (d) lack of density.

Figure 9. Hidden disease simulation results: (a) void, (b) cavity, (c) crack, and (d) lack of density.
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3.2. Results

Figure 10 shows the clutter suppression results for each of the four diseases using
the proposed clutter suppression method. Obviously, the clutter is largely suppressed. In
order to further analyze the advantages of the proposed method, a comparative experiment
is carried out. Taking a void disease as an example, the disease has different burial depths.
Figure 11 presents the signal-to-clutter ratio (SCR) at various burial depths and for different
clutter suppression methods (moving average [33], wavelet transform [34], and the proposed
method). It is clearly seen that the proposed method is superior to the other methods.

Figure 10. Clutter suppression results: (a) void, (b) cavity, (c) crack, and (d) lack of density.

Figure 11. SCR at various burial depths and for different clutter suppression methods.

3.3. Rebar Interference Suppression Results

Taking lack of density as an example, the disease is disturbed by rebar with various
depths, spacing, and radii, and the corresponding simulation results are shown in Figure 12.
The input data of the network is trained by the paired disease data set from Section 3.1,
as shown in Figure 12. Figure 13 presents the corresponding output results of the trained
network. Obviously, the factors of depth, spacing, and radius have almost no effect on the
rebar suppression effects of the network designed in this paper, and thus the network can
remove the rebar interference and recover the disease signal effectively.



Electronics 2022, 11, 3290 11 of 15

Figure 12. Input data of the trained network (unit: cm). (a) Depth of 10, spacing of 20, and radius of
1.25. (b) Depth of 15, spacing of 20, and radius of 1.25. (c) Depth of 10, spacing of 20, and radius of 1.
(d) Depth of 10, spacing of 30, and radius of 1.25.

Figure 13. Output results of the trained network. (a) Depth of 10, spacing of 20, and radius of 1.25.
(b) Depth of 15, spacing of 20, and radius of 1.25. (c) Depth of 10, spacing of 20, and radius of 1.
(d) Depth of 10, spacing of 30, and radius of 1.25.
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3.4. Disease Automatic Detection Results

This section extracts multi-dimensional features of the diseases in the time domain,
frequency domain, and time-frequency domain to solve the problem of single judgment
basis in disease detection.

Taking lack of density as an example, we select one disease’s A-scan data and one
non-disease’s A-scan data, as shown in Figure 14. After the clutter and rebar interference
are suppressed, the disease data is mainly composed of reflected waves in the disease area,
while the non-disease data does not contain any, or does contain only a small number of,
diffraction waves in the disease area. Because the two-way travel time of a diffraction wave
is greater than that of a reflection wave, the maximum amplitude of the non-disease data is
less than that of the disease data, and the maximum amplitude appears later than that of
the disease data. In addition, considering that there are peaks caused by noise interference
in the data, this paper selects the maximum amplitude, maximum amplitude occurrence
time, and energy as the identification features of the disease in the time domain.

Figure 14. A-scan data: (a) disease data, and (b) non-disease data.

As the attenuation of high-frequency electromagnetic waves in concrete medium is
faster than that of low-frequency electromagnetic waves, the proportion of low-frequency
components of non-disease data increases and the distribution is relatively scattered. The
spectrum variance can reflect this regularity, and so this paper uses the spectrum variance
as the identification feature of the disease in the frequency domain. Figure 15 shows the
spectrum of Figure 14, with the amplitude of each frequency component in the spectrum of
the non-disease data reduced, which is consistent with the time domain analysis.

Figure 15. Spectrum of A-scan data: (a) disease data, and (b) non-disease data.

The difference in the energy distribution between the disease data and the non-disease
data can be described by time-frequency information entropy in the time-frequency domain.
In addition, the first IMF of the empirical mode decomposition (EMD) can better reflect the
disease information. Therefore, this paper uses time-frequency information entropy and
the maximum amplitude of the first IMF as the identification features of the disease in the
time-frequency domain.
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Using the above six identification features, the training set and test set are established
according to Section 2.3. An SVM algorithm is used to train the samples of the training set
to obtain the binary classification model. The accuracy of the classification model is verified
by the test set, and the results are as shown in Figure 16. There are 60 samples in the test
set, of which 1–30 are positive samples without disease and 31–60 are negative samples
with disease. Only one non-disease signal corresponding to sample 46 is misjudged as a
disease signal, and the model’s accuracy is approximately 98.3%.

Figure 16. The accuracy of the classification model.

Taking a crack as an example, the distribution range of the disease along the measure-
ment direction is 1.02 m to 1.55 m, corresponding to forty-five to seventy-two of the A-scan
data. The trained model is used to detect the disease from the radar data by judging (one
by one) whether each A-scan data set contains a disease signal, and the results after clutter
and rebar interference suppression and automatic disease detection are shown in Figure 17.
The disease area is consistent with the actual location of the disease, and thus the automatic
detection method of disease proposed in this paper is proved.

Figure 17. Disease detection results: (a) before detection, and (b) detection results.

4. Conclusions

This paper introduces a novel method for the automatic detection of diseases in tunnel
linings utilizing ground-penetrating radar. Firstly, a Kalman filter and a convolution neural
network are adopted to solve the influence of clutter and the strong reflection of rebar on
disease detection. Then, an SVM is used to realize the intelligent classification of disease
data, which solves the problems of radar detection of lining disease being mainly manual
and detection accuracy depending too much on the experience level of technicians, along
with the poor degree of automation. In addition, the signal features are extracted in the time
domain, frequency domain, and time-frequency domain, and six identification features of
the maximum amplitude, maximum amplitude occurrence time, energy, spectrum variance,
time-frequency information entropy, and maximum amplitude of the first intrinsic mode
function (IMF) are obtained, which solves the problem of the single basis for disease
interpretation and judgment, and thus affects the accuracy of disease detection.
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