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Abstract: Providing an intuitive interface for the actual use of brain–computer interface (BCI) can
increase BCI users’ convenience greatly. We explored the possibility that visual imagery can be used
as a paradigm that may constitute a more intuitive, active BCI. To do so, electroencephalography
(EEG) data were collected during visual perception and imagery experiments. Three image categories
(object, digit, shape) and three different images per category were used as visual stimuli. EEG data
from seven subjects were used in this work. Three types of visual perception/imagery EEG data
were preprocessed for classification: raw time series data; time–frequency maps; and common spatial
pattern (CSP). Five types of classifiers (EEGNet, 1D convolutional neural network (CNN), Multi-
Rocket, MobileNet, support vector machine (SVM)) were applied to each applicable data type among
the three preprocessed types. Thus, we investigated the feasibility of classifying three-category or
nine-class visual perception/imagery over various classifiers and preprocessed data types. We found
that the MultiRocket network showed the best classification performance: yielding approximately
57.02% (max 63.62%) for three-category classification in visual perception and approximately 46.43%
(max 71.38%) accuracy for three-category classification in visual imagery. However, no meaningfully
improved performance was achieved in the nine-class classification in either visual perception or
imagery, although visual perception yielded slightly higher accuracy than visual imagery. From our
extensive investigation, we found that visual perception and visual imagery data may be classified;
however, it is somewhat doubtful whether either may be applicable to an actual BCI system. It is
believed that introducing better-designed advanced deep learning networks together with more
informative feature extractions may improve the performance of EEG visual perception/imagery
classifications. In addition, a more sophisticated experimental design paradigm may enhance the
potential to achieve more intuitive visual imagery BCI.

Keywords: electroencephalography (EEG); visual imagery (VI); visual perception (VP); brain–computer
interface (BCI); convolutional neural network (CNN); artificial neural network (ANN)

1. Introduction

Brain–computer interface (BCI) is a technology that allows users to control a machine
or computer by decoding their intentions through brain activity without an input device
such as a keyboard. BCI can be categorized into active, reactive, and passive according to
the operating principle [1].

Among them, active BCI is a technique that allows users to communicate their in-
tentions consciously, and motor imagery (MI) is a typical paradigm in active BCI. MI
controls the device largely by distinguishing the corresponding brain signals from the
user’s imagination of moving the left or right arms, feet, or tongue. Generally, MI BCI
classifies two classes of left and right arm imagery and often classifies up to four by adding
the imagery of feet and tongue. Although this is an intuitive way to actually perform
left–right movement, such as steering a wheelchair, the number of classes imagined is
limited, thereby making it useful for simple communication only. In addition, users find
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that imagining movement without actually moving the limb is quite difficult. Therefore,
various MI studies have reported that many users need to learn a specific imagery method
or skill to imagine movement; neurofeedback training related to motion or alpha wave
control [2,3], the use of virtual reality (VR) to enhance visual immersion and facilitate imag-
ination [4–6], assistive motor-related stimulations, such as steady-state sensory-evoked
potential (SSSEP), and electrical stimulation [7–10] have been proposed to enhance the
ability to use a BCI system. However, approximately 15–30% of users find it difficult to
perform MI BCI despite training [11]. Particularly, patients appear to demonstrate lower
performance in MI BCI than healthy people.

On the other hand, the paradigms of steady-state visual-evoked potential (SSVEP) and
P300, used primarily in reactive BCI, require external stimuli. Reactive BCI decodes the
user’s intention by discriminating the brain’s reactive signal from the external stimuli and
communicates a message through a speller technique that can create words or sentences.
Furthermore, to convey intentions in the current BCI system, it is common to use SSVEP,
while the P300 takes the indirect form of a speller to map a word or sentence one letter at a
time, although such BCI paradigms are not very intuitive.

Visual imagery may have the potential to break through the limitations of the tradi-
tional aforementioned BCI method. If it were possible to classify visual imagery electroen-
cephalography (EEG) signals, the user’s intention could be conveyed as it is directly, rather
than creating words and sentences by combining letters one by one, and the intention could
be delivered more intuitively and quickly. As such, BCI through visual imagery has the po-
tential to improve the degree of freedom of manipulation significantly compared to MI. In
addition, the introduction of a paradigm that is more intuitive and simpler for BCI-illiterate
or patient users who have difficulty using such an MI paradigm may improve the ability to
use BCI. In addition, visual imagery-based BCI has the potential to improve the information
transfer rate (ITR) significantly, not only for patients but also for healthy users, because it
can deliver intentions more quickly and efficiently than the current BCI technique.

However, despite these many advantages, BCI that uses visual imagery is a rela-
tively untested method and remains challenging. There are many obstacles, including
an unestablished experimental paradigm, but one of the main causes may be that feature
analysis, extraction, and classification techniques for visual imagery BCI have not yet been
established well. The majority of BCI paradigms currently used primarily have distinct
and well-known features. For example, in MI, a specific sensory motor rhythm (SMR) is
observed in the sensory–motor area in the opposite hemispheres when imagining left and
right arm movement. Furthermore, in SSVEP, the frequency at which the user is looking
and the same frequency as its harmonics are observed in the occipital lobe. There are also
effective classifiers that can extract features for a specific paradigm: common spatial pattern
(CSP) in MI [12], and canonical correlation analysis (CCA) in SSVEP [13,14].

On the other hand, decoding brain signals through visual imagery BCI using noninva-
sive methods and its classifications are relatively recent approaches since the development
of deep learning, and effective methods for extracting features are relatively unknown.

Therefore, in this work, our primary goal was to determine the potential of using
visual imagery EEG as a more intuitive active BCI paradigm. To do so, we designed visual
imagery experiments and collected EEG signals. The visual imagery EEG signals were
preprocessed in time series, time–frequency maps, and CSP feature vectors. Furthermore,
several deep neural network classifiers applicable to each preprocessed data type were
compared to investigate whether visual imagery EEG can be classified. For comparison,
visual perception EEG was processed and tested similarly.

We tried to explore the possibility of classifying visual imagery BCI through the
EEG and various ML techniques, but unfortunately, the results we obtained were still
insufficiently accurate. Moreover, visual imagery has many limitations and problems
for it to be applied to a practical BCI system. However, the BCI system using visual
imagery is still in the early stages of research, and our findings are expected to contribute
to research teams seeking breakthroughs in noninvasive BCI, particularly those attempting
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to discover more intuitive BCI systems. The visual imagery-based BCI can be an easier and
more intuitive information delivery technique for BCI-illiterate or patient users who have
difficulty using traditional BCI, and even for healthy users. We expect that visual imagery
can be developed into a future BCI paradigm through sophisticated paradigm correction
and feature extraction optimization.

In Section 3, the visual imagery experiment, EEG data processing and techniques
used to extract features and classify visual imagery EEG signals are explored. Section 4
presents the classification results of visual perception and visual imagery through the
techniques used in Section 3. Section 5 addresses similar studies on decoding visual
information through brain signals, the limitations of this study and ways to improve them,
and conclusions are presented in Section 6. In Section 2, which follows immediately, the
latest efforts to decode visual information through noninvasive techniques, primarily of
functional magnetic resonance imaging (fMRI) and EEG, are explored in depth.

2. Related Works

Efforts to decode human visual perception and imagery through brain signals have
been long-standing challenges. Recently, with the development of deep learning ap-
proaches, more diverse attempts have been introduced to decode and reconstruct visual
information through brain signals. Specifically, the use fMRI and EEG in such efforts are
summarized in the following.

2.1. fMRI

Research on decoding visual brain signals with fMRI continues very actively, and after
the great success of deep learning, there have been various attempts to do so in the field of
neural engineering, as well as machine learning (ML). Kay et al. recorded the fMRI signal
through an experiment that showed natural images and reconstructed the visual signal [15].
Using the same dataset as Kay et al.’s [16], Naselaris et al. attempted to reconstruct natural
images through the Bayesian approach [17]. The reconstruction of visual information was
attempted in the field of static images and even moving images, i.e., movies. In general,
fMRI’s blood oxygen level-dependent (BOLD) signals have a very low sampling rate;
thus, it is inherently difficult to reconstruct rapidly changing dynamic images. Nishimoto
et al. attempted to restore a dynamic image by proposing a motion-energy encoding
model [18]. Furthermore, Horikawa et al. reported an attempt to read dreams by decoding
the fMRI signal during sleep and showed a pattern similar to the image seen just before
sleep [19]. In subsequent work, fMRI data were obtained while conducting experiments
on visual perception and visual imagery for 150 classes of ImageNet fMRI [20,21]. Using
two datasets—dream fMRI [19] and ImageNet fMRI [21]—Horikawa’s team found that the
value decoded from the dream fMRI data was correlated positively with the value related
to the dream category in the upper-level deep neural network (DNN) layer [22], which
supports the possibility of decoding a visual object during sleep. Since the release of an
fMRI dataset using ImageNet images, many studies have been conducted to reconstruct
visual perception and imagery. Shen et al. decoded fMRI information using DNN and
generative models. ImageNet fMRI data were used for training, and artificial images or
letters unseen in the training phase were used as test sets. They showed that the model
generated can generalize visual information processing even for unseen data [23]. Recently,
they also reconstructed visual fMRI signals with an end-to-end approach using deep
learning techniques [24]. Beily and his team reported an unsupervised reconstruction
approach to visual information using an encoder–decoder network architecture [25]. In
addition, a study to reconstruct a facial image using the generative model was reported [26].
Thus far, various attempts to restore the visual experience have been made continuously.

2.2. MEG

To measure brain signals using magnetoencephalography (MEG), a shielding room
that can shield out the Earth’s magnetic field [27] and a superconducting quantum inter-
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ference device (SQUID) sensor [28] that can measure the extremely fine magnetic field of
the human brain are required. As such, MEG requires a high level of technology, and the
amount of equipment required is enormous and expensive. Therefore, in general, relatively
few cases of BCI research have used MEG. Among them, as far as we know, Kim et al.’s
research is the only attempt to classify brain signals according to visual stimuli [29]. A
network referred to as CANet was proposed, and classification accuracy of 91.96% was
obtained in ImageNet [20] for object and handwritten digit category binary classification.

2.3. EEG

EEG has a relatively higher temporal resolution than fMRI, although it has a weaker
spatial resolution. Nevertheless, remarkable work to decode visual perception and visual
imagery with EEG has been reported in recent years. Spampinato et al. used a 128-channel
EEG system to collect brain activity from 6 subjects while 40 kinds of object (from ImageNet)
image stimuli were presented. Their proposed RNN-based EEG classification approach
yielded a mean accuracy of approximately 83% [30]. Furthermore, Palazzo et al. proposed
EEG-ChannelNet [31], a model for learning the brain manifold for EEG classification,
applied it to the same 40-class EEG datasets, and achieved 48.1% accuracy. Zheng et al.
proposed an attention-based long short-term memory (LSTM) network and achieved a
classification rate of 99.50% for 40 classes [32]. Ling et al. recorded EEG from 14 subjects
during a word–image stimulation experiment and reported the ability to decode and
reconstruct words based upon EEG [33].

Among the efforts in visual imagery, Kumar et al. recorded EEG data from 23 subjects
using Emotiv EPOC + during a 10-class (consisting of 10 numbers, 10 letters, or 10 ob-
jects’ images) visual imagery experiment, and reported a classification accuracy of 85.20%
using the random forest technique [34]. Tirupattur et al. proposed a network referred
to as ThoughtViz to reconstruct imagined images from EEG signals using the generative
adversarial network (GAN); they used Kumar et al.’s dataset [34] and reported approx-
imately 72% accuracy in 10-class classification [35]. Bang et al. recorded EEG from four
subjects during an imagery experiment with six shapes. They used convolutional neural
network (CNN) for classification and achieved a six-class classification performance of
32.56% in visual perception. In addition, the binary classification of visual perception
and visual imagery showed a classification rate of 90.16% [36]. Recent work has reported
remarkable performance with a massive EEG visual image dataset using the Choi–Williams
time–frequency distribution (CWD) [37] technique. Sixteen subjects participated in the
study and EEG was recorded during the visual imagery experiment with four categories
(4 class objects, 10 class digits, 26 class letters, and 16 class arrows). They achieved clas-
sification accuracies of 96.67%, 93.64%, 88.95%, and 92.68%, respectively, for the four
categories [38]. Furthermore, the same research team reported a classification accuracy of
95.47 for 36 classes using a CWD time–frequency map and deep learning techniques [39]. In
addition, attempts to classify speech and visual imagery EEG for an intuitive BCI were also
reported [40,41]. The authors performed 13 classes of visual/speech imagery experiments
on 22 subjects and achieved a classification accuracy of 39.73% for speech imagery and
40.14% for visual imagery.

3. Materials and Methods
3.1. Experimental Settings

The experiment was designed to record both visual perception and visual imagery
EEG data. The visual stimulus images had 3 categories and 3 classes for each; thus, they
consisted of a total of 9 classes. The three categories consisted of an object, digit, and shape.
The object category was composed of airplane, cup, and tree images selected from the
ImageNet [20] dataset. For the digit category, images of 1, 3, and 5 (handwritten) numbers
were used, and for the shape category, images of a heart, star, and triangle were used. The
reasons for choosing these three categories of images stemmed from our previous studies.
Our study using MEG [29] showed a high classification rate in the classification of objects
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and handwritten digits, but it was relatively difficult to distinguish between classes within
objects and those within digits. Therefore, it was predicted that adding a category would
be advantageous for classification. All 9 images are illustrated in Figure 1.
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Figure 1. Images of 9 classes as visual stimuli.

A total of 21 healthy university students aged 22.9 ± 1.75 years, 13 of whom were
female, participated in the experiment. To minimize their effects on the experiment, all
participants were asked to sleep for at least 7 h the day before the experiment and to abstain
from coffee, tobacco, and alcohol for 24 h before the experiment. All participants in the
experiment were young adults, as it was difficult to recruit participants outside of the
university because of the COVID-19 quarantine policy. All subjects reported that they
had normal or normal corrected vision and had no history of cognitive or neurological
impairment. All experimental instructions and guidance were given in their native lan-
guage: Korean. The details of the experiment were explained before the experiment began,
and signed informed consents were collected. The experiment was conducted with the
approval of the Institutional Review Board of Gwangju Institute of Science and Technology
(20180316-HR-34-03-02). Detailed participant information is tabulated in Table 1. Gray
shaded areas in Table 1 indicate participants were not used for analysis due to insufficient
data. Details are described in Section 3.2: Data Preprocessing.

Table 1. Subject information.

Participants Handedness Age Gender Wearing
Glasses Eye Surgery Past EEG

Experiences
Participated

Sessions

S01 Right 21 F T F 0 10
S02 Left 26 M F T (LASEK 1) 2 (MI) 10
S03 Right 23 F T F 0 4
S04 Right 21 F F T (LASEK) 0 8
S05 Right 22 F T F 0 10
S06 Right 22 M F T (LASEK) 0 7
S07 Right 21 F T F 0 6
S08 Right 23 F T F 0 2
S09 Right 22 M T F 1 1
S10 Right 27 M T F 0 2
S11 Right 22 M T F 0 1
S12 Left 21 F T F 0 2
S13 Right 22 F F F 0 1
S14 Right 22 F T F 0 1
S15 Right 22 M T F 3 1
S16 Right 24 F F T (LASEK) 1 2
S17 Right 21 M T F 0 1
S18 Right 23 M T F 0 2
S19 Right 25 F T F 0 1
S20 Right 25 F F T (LASIK 2) 1 1
S21 Right 25 F T F 1 1

1 Laser-assisted sub-epithelial keratomileusis, LASEK. 2 Laser-assisted in situ keratomileusis, LASIK.

During the experiment, a trial was composed of fixation, visual perception, instruction,
visual imagery, and feedback. Detailed information is depicted in Figure 2. A 24-inch
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monitor was used to present the experimental stimuli. The subject was asked to sit approxi-
mately 1.5 m from the monitor, attend to the image stimulus presented, and perform an
experiment according to the instructions. First, after presenting a fixation cue for 1 s, one
of the nine classes of visual stimuli was presented randomly for 2 s as a visual perception
cue. For 1 s thereafter, the subjects were instructed to imagine the visual stimulus seen
immediately before. Then, a blank screen was presented for 4 s as a visual imagery cue,
and they were asked to imagine the visual stimulus with their eyes open. Finally, they
were asked to press the keyboard button using the index finger of the right hand within
1.5–2.0 s to report the imagery’s vividness on a 3-point Likert scale, on which 1 indicated
that imagery was poor/difficult, 2 that it was moderate, and 3 that it was vivid/easy. We
note that, in this experiment, the first 2 s interval in which the visual stimulus was presented
is referred to as visual perception (VP), and the next 4 s in which the image presented is
imagined is defined as visual imagery (VI).
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Figure 2. Experimental paradigm of visual perception (VP) and visual imagery (VI).

One session consisted of 3 runs, each with 60 trials. Thus, 1 session consisted of a total
of 180 trials, with 60 trials per category, and 20 per class. One run required approximately
10 min. During the experiment, a rest period of approximately 5 min was given between
each run to avoid artifacts attributable to eye fatigue and afterimages. This experiment
allowed the same subject to participate in multiple sessions. However, to prevent the EEG
signal quality from deteriorating because of cumulative fatigue, the subjects were allowed
to participate in only one session per day. Finally, we recorded a total of 74 sessions from
the 21 subjects, each of whom participated in a minimum of 1 session and a maximum
of 10.

3.2. Data Preprocessing

EEG data were recorded using a BioSemi ActiveTwo system with Ag/AgCl wet
electrodes, and 32 channels were used according to the international 10–20 system. In
addition, the positions of the A1 and A2 mastoids of both ears were recorded together,
and the vertical electrooculography (VEOG), horizontal electrooculography (HEOG), and
electromyography (EMG) channels on the jaw were recorded together to remove some
artifacts other than brain signals. EEG data were recorded at 16 kHz on a BioSemi and
OpenViBE [42] platform and downsampled to 1 kHz. A MATLAB-based EEGLAB [43]
toolbox was used to process the data. The EEG data were bandpass filtered at 1–50Hz after
60Hz power noise was removed with a notch filter. Then, artifact subspace reconstruction
(ASR) was applied to interpolate the bad channels acquired during the experiment. Re-
referencing was performed using EEG data at positions A1 and A2, and then artifacts
were removed by applying independent component analysis (ICA) [44] using the EOG
and EMG channels recorded together. Thereafter, some bad trials with an excessively large
magnitude (over 200 µV) or external noise were rejected through manual inspection. The
EEG data used to analyze classification were 2 s of VP and 4 s of VI after preprocessing.
The input data were baseline-corrected using a time window of 1000 ms before the onset of
imagination. Lastly, the EEG data at 1 kHz were downsampled to 1/8 of 128 Hz. The data
from those subjects who participated in only one or several sessions were not included in
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the analysis because the machine learning approach could not be applied due to inadequacy.
Finally, among the 21 subjects, data from 7 subjects with at least 4 sessions were analyzed
in this work.

3.3. Classification

After common preprocessing and before classification, the EEG data were processed
further into time series, time–frequency maps, and CSP formats. In addition, various classi-
fiers that accepted each type of processed data were introduced. Thus, the EEGNet [45],
1D convolution network, and MultiRocket [46] were used to classify the time series data
signals, and the MobileNet V2 [47] network pre-trained from ImageNet was used to classify
the time–frequency map format data. Multi-class support vector machine (SVM) was used
as the feature vector of the CSP technique. The subjects’ performance was measured as the
mean classification accuracy through 5-fold cross-validation. The overall analysis flow of
this work is presented in Figure 3.
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Figure 3. Flowchart describing the detailed procedure of this work. EEG data in the visual per-
ception/imagery experiments were preprocessed and transformed into three types—time series,
a time−frequency map, and a CSP feature vector. Each processed data type was trained through
artificial neural network (ANN) or the SVM classifier according to each type, and the classification
accuracies were compared.

3.3.1. Data Type—Common Spatial Pattern (CSP)

The CSP algorithm is a feature extraction method that uses spatial filters to maximize
two classes’ discriminability. The CSP algorithm, as defined in Equation (1), identifies the
CSP filter w that maximizes the variance ratio between two classes a and b:

w = argmaxw
wΣaw
wΣbw

, (1)

Here, Σa is the covariance matrix of class ‘a’, which is defined in Equation (2) as follows:

Σa =
XaXa

T

trace(XaXaT)
, (2)

in which Xa represents the multivariate time signal of class ‘a’, XT denotes the transpose of
X, and trace(X) represents the sum of the diagonal element of X.

CSP is a traditional and popular approach in EEG analysis; it extracts spatial features
very well, so it is used particularly to classify motor imagery (MI). Because CSP is designed
commonly for binary classification, a special approach is required for it to classify multiple
classes [48,49]. Among several methods, CSP feature vectors were extracted using the
1 vs. rest (OVR) method, which calculates CSP repeatedly for one class and all other
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remaining classes. In general, all 32 CSP filters were used in this work. Therefore, a
feature vector of 32 × n was extracted for each trial, in which ‘n’ refers to the number of
classes. For example, 9-class classifications comprised 288 feature vectors while 3-category
classifications comprised 96.

Classifier—Multi-class Support Vector Machine (SVM): SVM is a classifier special-
ized for binary classification, and a different approach is required to use it for multiple
classes. In this work, a one vs. one (OVO) approach was introduced. For each binary
classifier, all combinations of class pairs were divided into positive and negative and a total

of
(

n
2

)
= n(n−1)

2 classifiers were generated. Here, ‘n’ refers to the total number of classes.

In this work, the CSP feature vector was used as an input for the SVM classifier to classify
categories and classes.

3.3.2. Data Type—Time Series Data

The simplest spatiotemporal EEG data format is time series, which is easy to use after
simple preprocessing only. EEG data are two-dimensional after simple preprocessing and
consist of channel × time. In this work, this simple channel × time data could be used
as input in such neural networks as EEGNet, 1D Network, and the MultiRocket network
specialized for time series classification.

Classifier—EEGNet: EEGNet is a compact CNN architecture for EEG-based BCIs that
has been shown to classify EEG data well, such as MI, P300, and error-related negativity
(ERN). EEGNet uses the depth-wise separable convolution technique for EEG features to
lighten the network and extracts both temporal and spatial features of EEG. In this work,
EEGNet was trained using the default settings without changing parameters.

Classifier—1D CNN: EEG time series has a two-dimensional form, channel × time,
so it has an unbalanced form in that the number of time samples is likely to be far larger
than the number of channels. When a commonly used square-shaped 2D convolution
filter is applied, the channel’s dimension decreases rapidly before the features are learned
sufficiently over time. To solve this problem, we used the 1D convolutional approach.
This network performs convolution and pooling operations in the time direction first to
extract the time features and reduce the dimension. Spatial features are extracted in the
upper layer through the convolution operation in the channel direction when the features
are extracted and the dimension is reduced sufficiently. After extracting temporal and
spatial features, a convolution operation in the direction of the feature map is constructed
so that the integrated spatial and temporal features can be extracted. In this work, we
constructed a network consisting of 17 layers (including activation layers). The lower
6 layers can extract temporal information through convolution operation and pooling in the
time direction. Thereafter, the 4 layers designed to perform the convolution and pooling
operations were used in the channel direction to combine spatial information. Then, the
next 4 layers extracted spatiotemporal features in the direction of the feature map, after
which two fully connected (FC) layers and a softmax classifier were considered. Because the
EEG data contained negative amplitudes, the leaky rectified linear unit (leaky ReLU) [50]
was introduced as the activation function, the slope of the leaky ReLU was set to 0.3, and
the Adam optimizer was used. Our proposed network is outlined in Figure 4.
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Classifier—MultiRocket: MultiRocket is a state-of-the-art network that demonstrates
the fastest performance for both overall and classification performance in time series
classification (TSC). The TSC benchmark measures its classification performance for the
entire dataset of the UCR Time Series Classification Archive [51], which is a public dataset
that includes 128 various time series data, such as sensor, motion, and electrocardiography
(ECG). Although EEG are typical time series data, as far as we know, it is difficult to find
EEG studies in which TSC-specialized networks, such as MultiRocket, InceptionTime [52],
and HIVE-COTE 2.0 [53], are used. MultiRocket extracts the feature vector using both time
series and its first derivatives. It has a convolutional kernel length of 9 and uses 4 time
series-specific pooling operators that can extract features in the pooling operation without
using simple max pooling or average pooling. The number of features used in this work
was 300 k, rather than the default of 50 k, and the ridge regression classifier was introduced.

3.3.3. Data Type—Time–Frequency Maps

EEG data have spectral as well as temporal characteristics. Therefore, they can be
processed in the form of a time–frequency map to extract the spectro-temporal feature. To
do so, the preprocessed EEG data were transformed into 2D grayscale images through two
kinds of time–frequency conversion, event-related spectral perturbation (ERSP) [54], and
CWD [37].

In this work, to calculate the time–frequency map, the preprocessed time series data
for 2 s of VP and 4 s of VI after onset were used. The time–frequency data were trained
through a 2D CNN specialized in image processing. The size of the time–frequency map
varied according to the techniques, and thus, the time–frequency map was finally resized
to 224 × 224 to use as an input in the MobileNet network. Although the absolute size of
each technique’s two-dimensional matrix varied, the parameters were adjusted so that the
ratio of time and frequency was similar when the time–frequency 2D map was generated.
The detailed conversion process is illustrated in Figure 5.
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Feature—Event-Related Spectral Perturbation (ERSP): ERSP is defined in Equation
(3) as follows:

ERSP(t, f ) =
1
n

n

∑
k−1
|Fk( f , t)|2, (3)

in which ‘n’ represents the number of trials, and Fk( f , t) represents the power spectrum of
the k-th trial at frequency ‘f ” and time ‘t’. In this experiment, we used the EEGLAB [43]
toolbox to calculate the ERSP, which provides transform functions, such as the short-time
Fourier transform (STFT) and Morlet wavelet for Fk in Equation (3).
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ERSP is one of the traditional methods used in EEG analysis [54]. Because it can
observe the change in the frequency components over time, it is used primarily to identify
the event-related frequency change before and after the onset of stimulus presentation,
such as event-related potential (ERP). The preprocessed EEG data were converted into
an ERSP map with a 10 × 200 (frequency × time) matrix for a 1–50Hz frequency for 2 s
after the visual stimulus and 4 s after visual imagery onset. The difference between the
low- and high-frequency components in the converted ERSP had a very large amplitude,
so the difference between the high-frequency components was nearly indistinguishable
when converted to the image. Therefore, it was transformed into a log-scale value. The
ERSP calculated for the entire channel was 10 × 200 × 32 (frequency × time × channel)
three-dimensional data. These must be converted into 2D data so that MobileNet can learn
them. The ERSP matrix calculated for each channel was reshaped into a two-dimensional
matrix of 320 × 200 by concatenating the time–frequency map in the frequency direction in
the EEG channel order. Because this matrix has a real value, it could be converted into a
0–255 grayscale 2D image with an integer value so that it could be learned in MobileNet
with a pretrained weight. Finally, the image was resized to a 224 × 224 grayscale image
and used as an input in the network.

Feature—Choi–Williams time–frequency distribution (CWD): In 1966, Cohen pro-
posed a general phase-space function referred to as Cohen’s Class [55] that is expressed in
Equation (4):

C(t, f ) =
y

e−j2π(θt+ f τ−θu)φ(θ, τ)× x
(

u +
τ

2

)
x∗
(

u− τ

2

)
du dτ dθ (4)

in which x* represents the complex conjugate of the signal x, and function φ is the kernel
function. In CWD, the kernel function is defined as in Equation (5):

φ(θ, τ) = e
−θ2τ2

σ2 (5)

in which σ is a parameter that changes the kernel function’s distribution. Finding the opti-
mal σ becomes an optimization problem; however, we determined σ to be 30 heuristically.

The MATLAB-based higher-order spectral analysis (HOSA) toolbox [56] was used
to calculate CWD. When CWD is calculated with the parameters above, a 25 × 512 time–
frequency map for one channel is created for VI. Because the CWD calculated had an
imaginary value, the magnitude was extracted from the calculated value and then the real
number value only was taken. The data calculated for one trial had a three-dimensional
form of 25 × 512 × 32 (frequency × time × channel). However, three-dimensional data
must be reduced to two dimensions because 2D image data must be grayscale or have
RGB channels to use the weight of the pretrained network. We attempted to make the
time–frequency map as near as possible to 224 × 224 in size, which is the original input of
MobileNet V2 because the extracted features are used as inputs in the pretrained MobileNet
V2. Finally, an 800× 512 time–frequency map was created by stacking the extracted features
in the frequency direction using the method introduced in Figure 5. Finally, the real-valued
matrix for a single trial was converted into a 2D grayscale image with integer values of
0–255 and used as input in the MobileNet V2 network.

Classifier—MobileNet V2: Transfer learning or fine-tuning using weights of a well-
pretrained network has the potential to increase classification performance and reduce
learning time effectively rather than training from the outset [57]. To do so, we introduced
the MobileNet V2 network pretrained for ImageNet provided by Tensorflow [58]. The input
image should have a size of 224 × 224, and also be in grayscale or RGB 3-channel format
to use MobileNet’s pretrained weights. Therefore, the ERSP and CWD results calculated
were resized to a 224 × 224 grayscale image. The original MobileNet V2 model Tensorflow
supports has 154 layers. In this work, we added 5 layers (one serialization layer, one FC
layer of size 1000, one 30% dropout layer, one FC layer of size 512, and one softmax layer
for EEG data class classification) in place of the last prediction layer of the basic MobileNet.
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Therefore, a total of 159 layers of networks were constructed. In the custom MobileNet
network, the lower 100 layers were fixed as the pretrained weight of ImageNet. Then, the
classifier was trained through a fine-tuning process in which the upper 59 layers could
update their weights only during the learning procedure, and the parameters were adjusted
while the learning trend was observed. Adam was used as the activation function, the
learning rate was set to 1× 10−4, and up to 1000 epochs were trained for the classifier.

4. Results
4.1. VP Classification

EEG visual perception was explored with various data types and corresponding
classifiers. Our investigation focused particularly on three-category and nine-class classi-
fications. Table 2 shows the nine-class classification results (mean accuracies with 5-fold
cross-validation) in the VP condition for six types of approaches. The highest mean classifi-
cation accuracy among all subjects was 24.02%. Of the various approaches, the combination
of time series data and MultiRocket or 1D CNN classifiers yielded better performance than
others. While 1D CNN showed the highest classification accuracy for three subjects (S01,
S04, and S07), MultiRocket showed the highest performance for four subjects. We found
that most classification approaches using EEGNet and MobileNet V2 did not appear to
learn effectively, and thereby yielded results near the random chance level (0.1111). Further-
more, most classifiers did not yield reasonably high performance in nine-class classification,
although S02 showed an accuracy of 34.01%, which is still not significantly high. We note
that the combination of CSP features and SVM classifier yielded relatively greater accuracy
in S02 alone.

Table 2. Each subject’s classification accuracy of 9-class VP according to the data type and classifiers.

Data
Format Time Series EEG

Time–Frequency Map
CSP

ERSP CWD

Classifier EEGNet 1D CNN MultiRocket MobileNet V2 SVM

S01 0.1201 0.2661 0.2607 0.1165 0.1099 0.1822
S02 0.1212 0.2633 0.3401 0.1232 0.1239 0.2954
S03 0.1185 0.1511 0.1719 0.1081 0.1067 0.1681
S04 0.1148 0.2178 0.1985 0.1126 0.1022 0.1208
S05 0.1171 0.2258 0.2595 0.1117 0.1123 0.1039
S06 0.1070 0.1383 0.2658 0.1062 0.1078 0.0706
S07 0.1263 0.2182 0.1848 0.1020 0.1242 0.0991

Mean 0.1179 0.2115 0.2402 0.1115 0.1124 0.1486

The three-category classification results in VP are presented in Table 3 for comparison
with the nine-class classification. In contrast to nine-class classification, EEGNet yielded the
highest classification accuracy, 57.59%, for three-category classification, while MultiRocket
still yielded stable classification performance as good as EEGNet. Similar to nine-class
classification, time series data yielded better classification performance in three-category
classification than other data types.
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Table 3. Each subject’s classification accuracy of 3-category VP according to the data type and classifiers.

Data
Format Time Series EEG

Time–Frequency Map
CSP

ERSP CWD

Classifier EEGNet 1D CNN MultiRocket MobileNet V2 SVM

S01 0.6018 0.6216 0.5754 0.3517 0.3661 0.4793
S02 0.5785 0.5535 0.6067 0.5431 0.6011 0.4734
S03 0.5511 0.4519 0.4904 0.3243 0.3709 0.3615
S04 0.5696 0.5563 0.5719 0.3665 0.4018 0.3993
S05 0.5724 0.5724 0.5838 0.3547 0.3511 0.4294
S06 0.6066 0.4700 0.6362 0.3645 0.3600 0.4346
S07 0.5515 0.6212 0.5273 0.3762 0.3543 0.4202

Mean 0.5759 0.5496 0.5702 0.3830 0.4008 0.4282

4.2. VI Classification

In the same way as VP classification, EEG VI classification was explored with various
combinations of data types and classifiers. For nine-class classification in EEG VI data,
it was observed that most methods did not achieve significantly higher than random-
chance-level performance (0.111). In addition, we note that EEGNet did not converge.
However, similar to VP classification, the MultiRocket classifier yielded relatively better
classification performance compared to other approaches, although it still did not yield very
high performance. The classification results of nine-class VI overall are presented in Table 4.
Expectedly, VI’s classification performance was poor overall and near the random chance
level. It is noted that MultiRocket for S02 yielded a significantly high classification accuracy,
which interestingly was higher than that in the VP. It was expected that the even VI data
would be classifiable in nine classes if reasonable features and classifiers were found.

Table 4. Each subject’s classification accuracy of 9-category VI according to the data type and classifiers.

Data
Format Time Series EEG

Time–Frequency Map
CSP

ERSP CWD

Classifier EEGNet 1D CNN MultiRocket MobileNet V2 SVM

S01 - 0.1279 0.1333 0.1051 0.1027 0.1135
S02 - 0.1037 0.3663 0.1293 0.1515 0.1556
S03 - 0.1141 0.1407 0.1200 0.1067 0.1200
S04 - 0.1148 0.1311 0.0881 0.1059 0.1119
S05 - 0.1249 0.1273 0.1093 0.1051 0.1159
S06 - 0.0938 0.1309 0.0996 0.1119 0.0922
S07 - 0.1455 0.1566 0.1131 0.1323 0.1111

Mean - 0.1178 0.1695 0.1092 0.1166 0.1172

As in the VP case, the three-category classification of VI is presented in Table 5. Similar
to VP, EEGNet and MultiRocket showed relatively higher performance than other ap-
proaches, while MultiRocket showed the highest classification accuracy of 46.79%. Notably,
MultiRocket for S02 yielded a classification accuracy of 73.71%, which may be a perfor-
mance as good as applicable in practice. The classification performance overall appeared to
be higher in the VP than the VI, although S02 showed better classification accuracies in VI.



Electronics 2022, 11, 2706 13 of 23

Table 5. Each subject’s classification accuracy of 3-category VI according to the data type and classifiers.

Data
Format Time Series EEG

Time–Frequency Map
CSP

ERSP CWD

Classifier EEGNet 1D CNN MultiRocket MobileNet V2 SVM

S01 0.4192 0.3523 0.3962 0.3483 0.3387 0.3692
S02 0.4503 0.5712 0.7371 0.3865 0.4391 0.6261
S03 0.4471 0.3771 0.3413 0.3422 0.3467 0.3933
S04 0.4107 0.3508 0.4111 0.3556 0.3378 0.3471
S05 0.4353 0.3724 0.3692 0.3351 0.3339 0.3797
S06 0.4365 0.3835 0.4903 0.3424 0.3424 0.3797
S07 0.4797 0.3753 0.5301 0.3414 0.3515 0.4692

Mean 0.4398 0.3975 0.4679 0.3502 0.3557 0.4235

Overall, our findings from this extensive classification analysis are summarized as follows:

• Classification performance varied depending upon classification approaches and
subjects. In particular, S02 demonstrated significantly better performance than the
other subjects.

• The VP task yielded relatively higher performance than the VI task, although both
VP and VI are difficult to compare in the nine-class classification. Presumably, this is
attributable to the fact that VP may be time-locked to stimulation onset more accurately
than VI because the time that imagery initiated could not be fixed over trials.

• The overall classification using time series data showed higher performance than the
other data types, such as time–frequency transformation or CSP feature vector extraction.

• Among all possible combinations of data types and classifiers, the combination of
EEG time series and the MultiRocket classifier showed the best performance overall in
most classification problems. In particular, EEGNet showed quite poor performance
in nine-class classification; however, it showed relatively better performance in three-
category classification.

4.3. Classification Accuracy over Sessions

We investigated the way that classification accuracy proceeded over the sessions
(accumulated sessions) using the MultiRocket classifier. Figure 6 shows VP and VI’s
nine-class and three-category classification results for each subject’s sessions. For session
learning, the total dataset from the previous sessions was used as the training set and the
current session data were used for the test. For example, session 4 was trained with all
data from sessions 1, 2, and 3, and tested with session 4. Naturally, the first session had
no previous data, so performance was measured using 80% of the training data and 20%
of the test data. As a result, despite EEG’s nonstationary characteristics, it was observed
that the classification accuracy increased slightly over sessions in the case of VP. However,
in VI, the classification accuracy did not appear to increase, except for that of S02 and S07.
Interestingly, S02’s classification accuracy in the second session was very high compared
to other sessions; this phenomenon was observed in both VP and VI. We note that S02’s
second session was collected the day after the first. Perhaps this inter-session transfer
learning was attributable to the short period (1 day) between sessions. Furthermore, it is
expected that VP may enhance performance with repeated training, just as in the traditional
BCI paradigms.
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Figure 6. Classification accuracy over accumulated sessions.

5. Discussion
5.1. Individual Differences

A total of 21 subjects participated in the experiment. However, only those who partici-
pated in more than four sessions were used for the comparative analysis. As addressed in
Section 3.2 above, the subjects who participated in only a few sessions (fewer than four) did
not have sufficiently good data for use with machine learning. There was a large difference
in the classification accuracy even with a very small bias in the training or test set, so we
elected to discard such cases. However, we note that even when insufficient EEG data are
collected, it is necessary to apply a transfer learning method that can derive an acceptable
performance estimation after the network is trained. Thus, there is potential to improve
the performance when fine-tuning or when a transfer learning technique is applied to the
data of subjects who participated in only a small number of sessions after the network was
trained, so that their data may be combined with that of other subjects.

S02 showed a very high classification performance compared to the other subjects.
Before the experiment, the participants were asked to fill out a questionnaire about hand-
edness, age, gender, disease status, and EEG experience as described in Table 1. In this
pre-experimental questionnaire, most of the participants said that our experiment was their
first experience measuring EEG signals, but S02 had already experienced MI experiments
twice before. It is unclear how much influence S02′s previous MI experience had on these VI
classification results. However, the human brain tends to learn from previous experiences,
and having repeated training session experiences can enhance BCI performance. Therefore,
experience in MI may be an important factor that influenced S02′s results. Furthermore,
we noted that S02 scarcely moved during the experiment, was focused highly, and had
a positive attitude. This observation appears to be relevant to existing studies, in that
the user’s motivation is correlated strongly with BCI classification performance [59–62].
In this work, VI classification performances were not particularly high; however, it may
be possible to increase the performance of the VI task by sensory/electrical stimulation
and neurofeedback training approaches that motivate users or help them engage in visual
imagery. In that case, more intuitive BCI using VI may be practical.
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5.2. VP and VI Classifications

We investigated the way each trial was classified using the MultiRocket classifier.
Figure 7 shows one exemplary classifier result (confusion matrix), which is the first-fold
among S02′s five-fold cross-validations in VP. We confirmed that S02′s relatively high
classification accuracy was attributable to the fact that the number of classes classified
correctly overall was higher than the misclassified results. Looking at the square section
marked in red (in Figure 7), the classes in the object category (airplane, cup, tree) tended to
be classified within the same object category regardless of whether they were misclassified
or classified correctly. Furthermore, the classes belonging to the digit and shape categories
tended to be classified within the two categories. It may be inferred that the object category
and digit+shape category could be classified easily, while the digit and shape categories
were difficult to classify separately.
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Initially, we conducted a nine-class classification; however, based upon the results
above, we expected that a three-category classification of visual images might be more
effective. This is even more pronounced in Figure 8, which classified the VP into three
categories. In S02’s VP confusion matrix in the upper right of Figure 8, the recall of
the object category was 73%, which is very high compared to the other two categories.
Further, the digit and shape categories tended to be misclassified, rather than the object
category, in both S01 and S02. We note that this phenomenon was observed in most VP
cases, regardless of classifiers and subjects. It is difficult to determine the reason for this
phenomenon. However, we speculated that the images in the digit and shape categories
were relatively simple and monochromatic, while those in the object category had multiple
colors and complex images, as illustrated in Figure 1. However, it was not possible to
determine accurately whether the images’ color or complexity had a greater effect on the
classification performance, which should be investigated in future work. Therefore, when
the VP paradigm is applied to actual BCI, it is likely that it will be important to configure
the visual complexity (including colors) among classes.
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We assumed that the VI results would show a trend similar to those of VP. Interest-
ingly, as Figure 8 shows, the complexity of the proposed visual image did not affect the
classification in VI strongly. As discussed above, the digit and shape categories tended to
be classified within two categories in VP, regardless of subjects and classifiers; however, a
phenomenon similar to VP was not observed in VI, and thus the classification results varied
between subjects. This may be attributable to the difference in information processing
between VP and VI. The neurophysiological processing of visual stimuli is exogenous
because the stimuli are external, while visual imagery is endogenous, in that the user
generates his/her intention internally.

5.3. Classification Accuracies over Methods

As reported in Section 4, VP and VI’s classification accuracies were insufficiently high
and, therefore, are impractical for an actual BCI system. However, we believe that there
is considerable room to improve performance in the classification results. For example, it
may be necessary to downsample the original EEG data more carefully to do so. In this
work, it was necessary to maintain the consistency of input data to compare the approaches
accurately. The 4 s long VI EEG data were recorded at a 1 kHz sampling rate and had
4028 samples. We downsampled the EEG data for rapid computation in processing. In
addition, the EEG data were downsampled to form a 2D image similar to a square to use
as input in the neural networks when they were converted into the time–frequency map
data. This was because a 224 × 224 square image was used as the input in the MobileNet
V2 network in this work, and the image must be resized to 224 × 224 if the input size does
not match. To do so, EEG data with a sampling rate of 1 kHz were downsampled by 1/8.
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However, if all EEG data are used without downsampling, it may be possible to improve
classification accuracy at the expense of longer data processing time.

Furthermore, classification accuracy can be improved by determining the optimal
parameters, i.e., solving the optimization problem. For example, in the CWD technique,
the results of the time–frequency map differed greatly depending upon the σ value (Equa-
tion (5)), and thus, changing the σ value may have a great influence on the classification
result. Similarly, when calculating ERSP or estimating CSP features, various parameters
may be optimized according to the domain knowledge, such as window spectrum, the
number of CSP filters, and the selection of effective channels. In addition, there are many
tunable parameters, such as the number of layers in the neural networks, optimizers, pre-
training status, dropout ratio, learning rate, and so on. To achieve the best performance in
each approach, it is necessary to fine-tune the parameters for each. However, because the
goal of this work was to investigate the feasibility of VI and VP as an actual BCI paradigm
and to compare various techniques, a thorough exploration of each combination of classifier
and feature extraction technique was not considered. Thus, future work needs to conduct
an intensive investigation of a specific approach such as MultiRocket.

5.4. Performance Variation in Related Studies

The classification accuracies in reported studies differ significantly, even if they use
EEG data for visual imagery. Kumar’s research team showed a classification accuracy
of 85.2% for 10-class visual imagery within the categories of objects, digits, and letters
using the random forest technique [34]. Tirupattur et al. [35] obtained a classification
accuracy of over 71% by applying the CNN method to the same data as those of Kumar
et al. Furthermore, another study reported a very high classification accuracy of 76.39%
for 56-class classification using CWD [38]. On the other hand, some studies have reported
relatively poor performance, unlike the studies above. Lee et al. [40] obtained a classification
accuracy of only 26.7% in the 13-class classification of VI using CNN. The following year,
they achieved a classification accuracy of 40.14% using spectral analysis and SVM for the
same visual imagery dataset [41]. In this work, we obtained a relatively low classification
accuracy of 16.95% in the nine-class classification of visual imagery. It is quite surprising to
observe such significant differences in visual imagery classification in the literature. Based
upon our experience in EEG research, our expectation is as follows:

First, in various visual imagery experiments, the EEG acquisition equipment, experi-
mental paradigm, image imagination time, and the number of EEG trials acquired have
differed. In Kumar et al.’s [34] study, visual imagery was performed for 10 s using 14-
channel Emotiv EPOC+ equipment. Lee et al. used the 64-channel Brain Vision/Recorder
from Brain Products, and 2 s of visual imagery was repeated five times after the imagery
onset. Alazrai et al. [39] used 16-channel ActiveTwo EEG equipment from BioSemi in their
study, and visual imagery was performed for 8 s. We used 32-channel BioSemi ActiveTwo
equipment, and visual imagery was performed for 4 s after onset. As such, the EEG ac-
quisition equipment, experimental paradigm, and the number of trials executed differed
significantly, and such experimental parameters may have great effects on the classification
results. In future work, an in-depth review of visual imagery classification may be highly
beneficial in designing the most optimal experimental paradigm possible.

Second, the difference may have been attributable to the preprocessing of the raw EEG
data and external noise during the experiment. Extreme signal-to-noise attenuation occurs
when EEG data pass through the skull. Therefore, the EEG data acquired are contaminated
by many artifacts, such as EOG, EMG, ECG, and electrical power noise. When external
noise remains because of insufficient preprocessing, the subsequent analysis may yield
quite different results. In addition, the magnitude of EEG data may vary depending
upon the way the baseline is aligned before or after stimulus presentation. Furthermore,
the use of the gamma band may have an effect because gamma signals above 30 Hz are
generally known to be involved in attention, perception, and memory [63–66]. However,
because most of the artifacts aforementioned have high-frequency components, the gamma
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band’s high-frequency dynamics may be contaminated easily, and thus, the high-frequency
component of EEG should be managed more carefully [67]. In general, many techniques
are applied to remove the potential noise in raw EEG data and the gamma band. For
example, ICA is applied to remove external artifacts attributable to movement, a notch
filter is applied to remove 50 Hz or 60 Hz harmonic power noise, and trials that exceed the
threshold are rejected to remove the noise that remains. Kumar et al. [34] did not address
such details and reported simply that artifacts were removed by applying a moving average
(MA) filter. Lee et al. [41] used a frequency range of 0.2–145 Hz, which contains a high
gamma band. However, their other studies used different frequency ranges of 0.5–40 Hz,
even with the same EEG dataset [40]. Alazrai et al. [38], who used a frequency range
of 1–45 Hz, and our team, who used 1–50 Hz, did not consider the high-gamma band.
Whether to use high gamma or not and the way to preprocess EEG to keep high gamma
clean should be investigated thoroughly.

Third, data augmentation may create distortion. EEG data are acquired during human
experiments, so the amount of data may be insufficient for machine learning approaches.
Therefore, to overcome this problem, the amount of data can be increased through data
augmentation. In the image processing field, such augmentation methods as shuffling,
flipping, and distorting are used commonly; however, these techniques are not applied
directly to time series EEG data [68] because the temporal characteristics associated with a
specific event may be broken if time samples are mixed or the sampling rate is changed.
Generating virtual EEG using generative models such as autoencoder and GAN [69–71],
decomposing signals using EEG’s spatiotemporal properties [72,73], adding noise, and
windowing without breaking the temporal characteristics [34,35,74,75] are methods used
commonly to augment EEG data. Among these, great attention is required to manage
overlapping when the method chosen is augmenting data with a sliding window. This
is because the data included in the training set may be included in the test set in the
overlapping process. For example, suppose that 1 s long data are windowed with a size
of 100 ms and an overlap of 50%, that 200–300 ms of data are allocated to the training set,
and 250–350 ms of data are allocated to the test set after onset in the process of dividing the
training set and the test set. Notably, 50 ms of the window is already held in the training
set, although the test set does not contain the exact same data as the training set, so the test
set becomes contaminated. Therefore, when augmenting data with the sliding window
method, including overlapping, it is necessary to be very careful so that a part of the test
set is not included in the training set. In Tirupattur et al.’s [35] study, one trial had a very
long duration of 10 s, so they chose the sliding window with overlapping to augment the
data. In this work, classification was performed without data augmentation. We performed
comparative analysis according to the EEG data type and classifier, and thus, the input data
needed to have the same parameters to the extent possible in each classification method.
Because of this, it was difficult to apply the sliding window augmentation technique, which
demonstrates high performance, as in Tirupattur et al.’s study [35].

We note that our EEG visual imagery was not a well-designed paradigm; to the best of
our knowledge, there is no typical standard paradigm that many researchers have verified,
such as MI and P300. There are many challenges in the experimental setting, such as the
equipment and paradigm, the preprocessing and analysis process, the data augmentation
method, and the research purpose. Such issues should be investigated, which we plan to
do in our future work.

5.5. Limitations

We investigated the feasibility of nine-class and three-class (category) classification
for VP and VI EEG data, in the hope that either may be used as a new BCI paradigm
and accordingly, a more intuitive BCI system can be developed. In this work, nine-class
classifications for VP and VI were far less effective, while three-category classifications
were more accurate. Thus, at this moment, we believe that VI (and even VP) is unlikely to
be practically applicable in a BCI system. However, it is expected that VI may have some
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potential, in that developing an imagery training method for users, developing classifiers,
and optimizing feature extraction techniques may improve classification performance to a
much greater extent. In this work, S02 showed evidence that a better-designed experimental
paradigm that elicits users’ strong motivation may improve classification performance.

One of the potential limitations in this work is our doubt that the classification results
are related directly to the category (objects, digits, shapes) the users intend to imagine
visually or are related more closely to neurophysiological EEG features that depend upon
the image’s complexity. The difficulty of classifying images within the categories aforemen-
tioned may be one clue to resolving the problem. In any case, it is necessary to investigate
and verify these possibilities in subsequent experiments.

Another limitation is that the EEG data’s functional connectivity characteristics were
not considered in this work. The functional connectivity of time series data such as EEG
is a unique characteristic and has received more attention in neuroscience research. In
subsequent work, we plan to explore classification using functional connectivity features;
to do so, a graph neural network is one of the potential classifiers that uses such features.

In addition, the participants’ emotional status, motivation, and empathy were not
considered in depth in this study. In various BCI paradigms, such as P300 and SMR, many
studies have been reported in which a positive attitude, mood, and strong motivation
affected users’ performance [59–62]. However, these factors were not recorded sufficiently
in the questionnaires in this experiment. If these factors were tracked properly, it would
have been possible to infer more precisely the reason that S02’s patterns differed from those
of the other participants. Therefore, it is necessary to record the users’ motivation and
mood in future experiments.

Another factor that may be a limitation of the study is the bias in the participants’ age.
In this study, we analyzed the signals of young adults in their early twenties. However,
the brain activity of young adults and older groups differs [76,77]. Furthermore, it is
known that some emotional attention circuits continue to mature when people are in their
twenties [76,78]. Therefore, it is possible that brain signals’ characteristics appear differently
depending upon age, and studies have reported that there is a difference in SSVEP BCI
performance between young adults and older groups [79,80]. Accordingly, the maturational
imbalance could be a potential disturbance factor that affected our results and it should be
considered when designing and conducting future experiments.

Furthermore, we focused on studying the feasibility of VI and VP classifications.
However, we did not explore their neurophysiological features from the perspective of
information processing in the human brain. Although classification performance is likely
to be important for a practical BCI system, it is necessary to understand what kinds of
classifiable features can be extracted from EEG and the way such features are associated
with brain information processing or brain functionality. In this context, we have an
investigation underway to analyze the differences and commonalities between VI and VP.

In general, the ability to explain a classifier and its performance are often inversely
proportional, and it is particularly difficult to interpret the results of the deep learning
technique [81,82]. Thus, the research field of explainable artificial intelligence (XAI) has
emerged to seek interpretable results from deep learning. It is expected that various XAI
techniques, such as Grad-CAM [83] and layer-wise relevance propagation (LRP) [84], may
help interpret classification results and neurophysiological analysis.

6. Conclusions

In this work, we explored the possibility of identifying a visual imagery paradigm
that has the potential to increase BCI systems’ intuitiveness and degree of freedom. In this
context, we searched for effective methods to classify visual imagery (and visual perception)
by converting EEG time series data into various other data formats (CSP feature vector, time
series, and time–frequency maps) and applying various classifiers (EEGNet, MultiRocket,
1D CNN, and MobileNet V2) that are suitable for each format. As a result, nine-class and
three-category classification in VP yielded 24.02% and 57.59% mean accuracy, respectively,
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over the subjects, while for VI, nine-class and three-category classification yielded 16.95%
(max 36.63%) and 46.50% (max 73.20%) in mean accuracy, respectively.

Notably, we observed that the MultiRocket classifier showed the best performance
overall for the end-to-end learning of time series EEG data. To the best of our knowledge,
this work is the first to introduce MultiRocket for EEG classification, particularly of VI and
VP data. Achieving high performance by introducing such an advanced network suggests
that introducing well-established networks verified in other fields could be used to improve
BCI performance. However, although creating a new network and adjusting parameters
each time according to the new EEG dataset and experimental paradigm may be possible,
it is quite time-consuming.

We found that the nine-class classification was quite difficult in VI (and even VP)
in this work. However, we confirmed that there was some visual commonality within
the categories, and the three-category classification may be reasonably better. The careful
selection of visual images may be quite important and have the ability to improve classi-
fication performance. In any case, although the experimental results are preliminary, we
believe that the VI task has the potential to be applied as a new BCI paradigm when the
experimental paradigm is designed carefully and the classifier is optimized. In this context,
various future works should be conducted to develop effective intuitive BCI paradigms.
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