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Abstract: Image stitching is the process of stitching several images that overlap each other into
a single, larger image. The traditional image stitching algorithm searches the feature points of
the image, performs alignments, and constructs the projection transformation relationship. The
traditional algorithm has a strong dependence on feature points; as such, if feature points are sparse
or unevenly distributed in the scene, the stitching will be misaligned or even fail completely. In
scenes with obvious parallaxes, the global homography projection transformation relationship cannot
be used for image alignment. To address these problems, this paper proposes a method of image
stitching based on fixed camera positions and a hierarchical projection method based on depth
information. The method does not depend on the number and distribution of feature points, so it
avoids the complexity of feature point detection. Additionally, the effect of parallax on stitching is
eliminated to a certain extent. Our experiments showed that the proposed method based on the
camera calibration model can achieve more robust stitching results when a scene has few feature
points, uneven feature point distribution, or significant parallax.
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1. Introduction

Image stitching technology is widely used in medical, aerial photography [1], assisted
driving, surveillance, virtual reality (VR), and other fields [2], but there are still some
problems to be solved. Traditional image stitching algorithms have the following short-
comings: firstly, the dependence on the scene feature points is strong, which can easily
lead to stitching misalignments or even complete failure, and the robustness is relatively
low. Secondly, the stitching effect is different in different scenes, and lighting and parallax
have obvious effects. Additionally, it is impossible to use the global homography projection
change relationship for image alignment [3–6].

To address the shortcomings of traditional methods, the following methods are pro-
posed in this paper: (1) An image stitching method based on a special plane. This method
takes advantage of the fact that the relative positions of the cameras are invariant and
places a checker pattern on the special plane for camera calibration. The obtained internal
parameters and the external parameters relative to the pattern can then construct an ac-
curate projection relationship between the two cameras about this plane. (2) We further
introduce a hierarchical projection method based on depth information. This method uses
the internal and external parameters obtained from camera calibration for stereo correction
and to project images taken by the binocular cameras into a form with parallel optical
axes, a co-planar imaging plane, and identical internal parameters. It is then possible to
obtain the horizontal parallax of the corresponding pixel point in the overlapping area of
the image by stereo matching and to calculate the depth information of the point according
to the focal length and baseline length of the binocular lens. The depth information is
used to layer the original image, and each layer is mapped using different relationships.

Electronics 2022, 11, 2691. https://doi.org/10.3390/electronics11172691 https://www.mdpi.com/journal/electronics

https://doi.org/10.3390/electronics11172691
https://doi.org/10.3390/electronics11172691
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/electronics
https://www.mdpi.com
https://orcid.org/0000-0002-3160-6860
https://doi.org/10.3390/electronics11172691
https://www.mdpi.com/journal/electronics
https://www.mdpi.com/article/10.3390/electronics11172691?type=check_update&version=1


Electronics 2022, 11, 2691 2 of 16

Finally, the image stitching results can be obtained by superimposing all projections. The
experimental results showed that our method is more robust than other algorithms based
on feature points when a scene has few feature points, uneven distribution of feature points,
or significant parallax.

2. Related Work
2.1. Image Stitching

Image stitching refers to the process of seamlessly stitching several overlapping pic-
tures into a new picture with higher resolution and a wider viewing angle through pixel
alignment. In 1996, Richard Szeliski [7] proposed the Levenberg Marquardt (LM) algo-
rithm to improve the quality of stitched panoramic images. In recent years, to solve the
most critical parallax problem in image stitching, scholars in the industry have proposed
algorithms such as Global Similarity Priority (GSP) [8] and Seam-guided Local Align-
ment (SEAGULL) [9]. Most of these algorithms are based on the meshing concept of
As-Projective-As-Possible Image Stitching (APAP) [10]; on this basis, mechanisms such
as line alignment constraint and contour detection were added to improve the stitching
performance. However, such algorithms usually have higher requirements for stitching
images. In addition, some scholars have combined image stitching with deep learning,
giving rise to Learned Invariant Feature Transform (LIFT) [11]. This algorithm is based on
a convolutional neural network (CNN) [12] and uses backward propagation for end-to-end
training. Its training data adopts the feature points detected by Structure-from-Motion
(SFM) [11]. The feature point detection performance of this model comprehensively exceeds
that of Scale Invariant Feature Transform (SIFT) [13,14]. However, due to the cumbersome
training process, it is still unable to be put into practical application.

2.2. Camera Calibration

To determine the relationship between the coordinates of objects in the real world
and their pixel coordinates on a camera imaging plane, a geometric camera imaging
model must be established, and in real-world cases, the parameters of the camera must be
obtained through experiments and calculations [3], i.e., camera calibration. In 1971, Abdel-
Aziz [15] first proposed a camera calibration method based on Direct Linear Transform
(DLT) [16] transformation and developed a linear equation as a mathematical model
of camera imaging through the corresponding relationship between three-dimensional
space points and two-dimensional pixels. However, because the linear equation can
only calculate linear relationships and cannot consider the distortion effect of the camera,
the parameters obtained by this method are only applicable to some scenes. In 1992,
Faugeras and Luong [17] proposed a camera self-calibration method which does not need
a fixed reference object; instead, it is only necessary to change the camera viewpoint to
shoot multiple images and establish a connection according to the same points within the
images. Although this method is not limited by a reference object, the calibration process
is complex and its use has not been extensive. In 1999, Zhang Zhengyou [18] proposed a
camera calibration method based on a planar pattern which uses a nonlinear model for the
calculation to solve the optimal results regarding the camera parameters. This method not
only has high precision and low manufacturing cost of the selected reference, but also is
suitable for various calibration scenes in daily life.

3. Method
3.1. Establishment of Camera Calibration Model

In this section, we first introduce the image stitching method based on the camera
parameters, as image stitching methods based on the camera calibration model depend
on the internal and external parameters of the camera, which may be obtained by offline
calibration. Using the checker pattern for monocular calibration, we fixed the camera
position, took twenty pictures of the pattern at different positions and angles, and then
measured and recorded the horizontal distance between adjacent corner points on the
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pattern. To construct the world coordinate system, we took the plane of the pattern as the
Z = 0 plane, the corner point at the top left of the pattern as the origin, and the vertical
outward direction of the pattern as the Z-axis. At the same time, the world coordinates of
all corner points in the figure were constructed according to the measured real distance;
there were then stored in a list. Then, using the SIFI algorithm, we detected all of the corner
points of the figure and recorded their pixel coordinates in a separate list. The calibration
process is shown in Figure 1.

Figure 1. World coordinate system construction and corner detection.

We took 20 pictures of the pattern shown in Figure 1 at different positions and angles,
recorded the world coordinates and pixel coordinates of their corner points, and solved the
internal and external parameters using the perspective projection model using Equation (1):

Zc

u
v
1

 =

 fx 0 u0 0
0 fy v0 0
0 0 1 0

[ R t
0T

3 1

]
Xw
Yw
Zw
1

 (1)

where Zc is the scale factor, which represents the distance from the corner in the figure to
the camera imaging plane, (u, v) is the pixel coordinate of the corner point, (Xw, Yw, Zw) is
the world coordinate of the corner point, and the right side of (1) is the internal parameter
matrix of the camera and the external parameter matrix of the relative pattern, respectively.
Since we specified Z = 0 as the plane of the pattern, the Zw value of all corner points was 0;
as such, Equation (1) could be simplified follows:

Zc
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v
1
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 fx 0 u0
0 fy v0
0 0 1

[r1 r2 t
]Xw

Yw
1

 (2)

where r1, r2 are the first and second column components of the rotation matrix R. Letting
homography matrix H be the product of internal parameter matrix and external parame-
ter matrix:

H =

h11 h12 h13
h21 h22 h23
h31 h32 h33

 =

 fx 0 u0
0 fy v0
0 0 1

[r1 r2 t
]

(3)

Since the degree of freedom of homogeneous matrix H was 8, we set h33 = 1 and then
substituted it into Equation (2):{

h31uXw + h32uYw + u − h11Xw − h12Yw − h13 = 0
h31vXw + h32vYw + v − h21Xw − h22Yw − h23 = 0

(4)

There are eight unknown parameters in (4); at the very least, the pixel coordinates and
world coordinates of the four diagonal points are needed to construct the linear equations
and solve them. Using the constraints of the orthogonality of r1 and r2 units, the internal
and external parameter matrices in each picture were obtained. After obtaining the above
parameter matrix, the transformation relationship between world coordinates and pixel
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coordinates could be constructed. However, the essence of image stitching is to project a
floating image onto a plane where the target image is located. Therefore, the transformation
relationship of the pixel coordinates between two images is required. Taking a binocular
camera as an example, we let the internal parameter matrices of the left and right cameras
be Kl and Kr, the external parameter matrices be El and Er, the world coordinates of point
Pw on the pattern be (Xw, Yw, Zw, 1), and its projection points on the imaging surfaces of
the left and right cameras be pl(ul , vl , 1) and pr (ur, vr, 1), which can be listed as (5):{

pl = KlEl Pw
pr = KrErPw

(5)

where El =
[
rl1 rl2 tl

]
, Er =

[
rr1 rr2 tr

]
. After transforming Equation (5), the result

was as shown in Equation (6):
pl = KlElE−1

r K−1
r pr (6)

In Equation (6), El and Er are the external parameters of the camera imaging surface
relative to the pattern, and there was a constraint condition of Zw = 0. Therefore, the coor-
dinate transformation relationship could only produce a good splicing effect on the plane
where the pattern was located. When the model was used for image registration directly,
obvious ghosting, dislocation, and even deformation occurred, as shown in Figures 2 and 3.

Figure 2. Image stitching results.
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Figure 3. Image stitching results.

3.2. Design of Camera Calibration Method for Special Plane

In the camera calibration scene mentioned in the previous section, because the back-
ground object and the pattern were in different planes, the same coordinate transformation
relationship could not be applied for alignment, so a more stable projection transformation
model was required. The design was as follows: we fixed the binocular camera, made the
line of the left and right camera optical center parallel to the wall, and fixed the pattern
on the wall or vertical plane. We then took a set of pictures of the pattern in which the left
and right camera imaging surface were approximately parallel to each other, as shown
in Figure 4.

Figure 4. Camera calibration method for the special plane.

As can be seen in Figure 4, the checker pattern was fixed on the vertical plane of
the cabinet and TV cabinet respectively. The binocular camera was placed at a position
whereby the baseline was parallel to the wall. Therefore, it was considered that a stable
projection model had been established. The external parameters were calibrated when the
reference object was in this attitude and were used to construct the coordinate transfor-
mation relationship for image registration; the effect of this is shown in Figures 5 and 6.
Although there were still a number of ghost dislocation phenomena in the stitching re-
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sults, the plane behind the pattern achieved a relatively good stitching effect. This was
because although the pattern and the object behind it were not on the same planes, the
two planes were approximately parallel. It could be determined that the TV plane and
the pattern plane had the same rotation matrices relative to the camera imaging plane,
and that the translation vector was only slightly different in the tz component. Therefore,
using the external parameters calibrated by the checker pattern to construct the projection
transformation relationship can also result in a better image stitching effect for the plane
behind it.

Figure 5. Image stitching results.

Figure 6. Image stitching results.

3.3. Design of Hierarchical Projection Method for Depth Information

A camera calibration method based on a special plane and a spatially layered image
registration model was constructed with the external parameters obtained from the pattern.
Although the model achieved a good stitching effect at each distance from the scene,
the split image registration model could not be directly put into practical application.
Therefore, it was necessary to segment the image according to the distance; to this end,
an image layering method based on depth information was proposed. To obtain the
depth information in the scene, we first had to calibrate the camera and obtain the relative
external parameters between the left and right cameras, including the rotation matrix and
translation vector. We then used this parameter to stereo correct the image and obtain the
horizontal parallax of pixels in the overlapping area through stereo matching. Finally, we
calculated the depth information of pixels in the scene using the corrected focal length
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and baseline length. The process of binocular calibration was similar to that of monocular
calibration. Based on monocular calibration, it was only necessary to take additional
pictures of multiple groups of the pattern in the overlapping area for use as input data,
and then to substitute the data into the perspective projection model in order to obtain the
external parameters of left and right cameras relative to the pattern. The first component tx
of translation vector t is the distance between the optical centers of the two cameras and the
length of the baseline of the binocular camera. After obtaining the rotation matrix between
the two cameras, according to the stereo correction principle, it was decomposed into the
rotation matrix of half the rotation of the left and right views, and the overall rotation
matrix was constructed through the translation matrix. The image could be corrected to the
attitude whereby the imaging surfaces of the two cameras were coplanar and the optical
axis was parallel by using the matrix for coordinate transformation. The result is shown
in Figure 7.

Figure 7. Stereo correction effect.

After stereo correction, each pixel in the left and right viewing angles was almost on
the same horizontal line. The stereo matching algorithm then searched for the matching
pixel on the corresponding horizontal line in the right-hand side image in Figure 7. The
search method involved setting an odd-size sliding window, using the minimum and
maximum parallax in the two images to determine the starting point and endpoint of the
search, and calculating the sum of the absolute value of the gray value difference of the
corresponding pixel points in the two image windows as the matching basis and selecting
the point with the minimum value in the process from the start to the endpoint as the best
matching point. Subsequently, the pixel coordinates of the pixel points corresponding to
the left and right views in the overlapping area could be obtained. Parallax d of the point
could be obtained by subtracting the abscissa of the two points. The calculated disparity
map is shown in Figure 8 with the parameters and the stereo-corrected image as input.

Figure 8. Overlapping area disparity map.
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After obtaining the parallax map of the overlapping area, the depth information
was calculated by remapping the stereo-corrected pose to the original pose of the right
perspective using Equation (7).

Z =
fx × Baseline

d
(7)

where fx is the number of pixels in the horizontal direction occupied by the focal length of
the two cameras after stereo correction, Baseline is the distance between the optical centers
of the two cameras, and d is the parallax of the pixel points. After converting the disparity
map into a depth map, the image was layered; the effect is shown in Figure 9. The pixels
in the scene were divided into several layers according to the depth information, and the
average value of the depth information in each layer was recorded. At the same time,
the original image of the camera angle on the right was also layered in this way, and the
parts outside the overlapping area were incorporated into the layer of adjacent pixels in
behavioral units. The effect is shown in Figure 10.

Figure 9. Image layering method based on depth information.

Figure 10. The original image layering effect.

After layering the original image, each layer used the pre-built projection transfor-
mation model based on the special plane and substituted the depth information of the
layer into tz in the model for calculation. Each layer used the coordinate transformation
relationship calculated independently for projection, and finally, superimposed all the
projection results onto the plane where the target image was located. The effect is shown
in Figure 11.
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Figure 11. Stitching results based on image layering.

3.4. Process of Image Stitching Method Based on Camera Calibration

To begin, the internal parameters and the external parameters were solved by calibrat-
ing the camera. Then, using the camera calibration method based on the special plane, an
additional group of pictures parallel to the camera imaging plane were taken and used
as input data to solve the external parameter matrix representing the pose relationship
between the pattern and the camera imaging plane. Using the external parameter matrix
and the internal parameters, the coordinate transformation relationship of the binocular
camera about the point on the distance plane could be constructed. In addition, the stitched
image had to be layered through the layered projection method based on depth information.
We then used the external parameters of the calibrated binocular camera to stereo correct
the left and right viewing angles so that the corresponding pixels in the image would fall on
the same horizontal line. Next, we searched the corresponding pixels in one-dimensional
space using the stereo matching algorithm and obtained their horizontal parallax. After
obtaining the disparity map in the above way, we calculated the depth map according to
the focal length of the camera and the length of the baseline and divided the depth map
according to the specific situation. Finally, the original floating map was layered according
to the layered model of the depth map, and the corresponding depth information was
substituted into the coordinate transformation relationship so that each layer of the image
was projected according to its registration model. All projection results could then be
superimposed to obtain the final image stitching result. Since the parallax of objects at the
same distance imaged on the camera plane was the same, the layered projection method
based on depth information could maximally eliminate the impact of parallax. The process
is shown in Figure 12.

Figure 12. Image stitching process based on camera calibration model.
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4. Experiment
4.1. Realization of Camera Calibration Based on Special Plane

The camera calibration algorithm flow is shown in Figure 13.
A pattern was composed of 10 × 10 black-and-white squares. The center of area 4 × 4

in the top left corner was the first corner point. There were 81 corner points on the surface
of the reference object, and the horizontal distance between the points was found to be
40 mm. Before the experiment, the camera had to be monocularly calibrated many times to
obtain accurate internal parameters. The internal parameter matrix of the binocular camera
calibrated in the above way is shown in Table 1.

Figure 13. Camera calibration algorithm flow based on a special plane.

Table 1. Internal parameters of binocular camera.

Equipment Name Internal Parameter Matrix Distortion Parameter Matrix

Left camera

903.0102 0 750.2198
0 901.3962 451.7124
0 0 1

 [
−0.0159 0.0353 −0.00127 −0.0008 −0.045

]

Right camera

898.9699 0 688.2513
0 900.6719 432.5414
0 0 1

 [
0.0022 −0.027 −0.0017 0.0011 0.0090

]

After monocular calibration, the relative external parameters of the binocular camera
could be obtained by taking the obtained camera internal parameters and the picture group
with complete reference objects in the overlapping area of the left and right viewing angles
as input, as shown in Table 2.

After binocular calibration, camera calibration based on the special plane was carried
out. The binocular camera was placed in a position whereby the imaging surface was
parallel to the wall, and the pattern was fixed on the vertical plane in the overlapping area
for photographing. The method is shown in Figure 14.

Figure 14. Camera calibration based on a special plane.
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Table 2. Relative external reference of binocular camera.

Transformation Mode Rotation Matrix Translation Vector

From left to right

0.9999 −0.0019 −0.0026
0.0019 0.9999 −0.0024
0.0026 0.0024 0.9999

 [
−16.7401 −0.0788 −0.0569

]

From right to left

 0.9999 −0.0016 0.0079
−0.0017 0.9999 0.0042
−0.0079 −0.0042 0.9999

 [
16.7664 0.0526 0.0939

]

The plane of the pattern was approximately parallel to the imaging plane of the camera.
The external parameters of the camera, relative to the plane of the pattern obtained using
the image and known internal parameters, are shown in Table 3.

Table 3. External parameters of the binocular camera relative to the special plane.

Equipment Name Rotation Matrix Translation Vector

Left camera

0.0109 0.9998 0.0093
0.9993 −0.0113 0.0369
0.0370 0.0089 −0.9993

 [
9.8148 −40.2235 198.7077

]

Right camera

0.0098 0.9997 0.0227
0.9999 −0.0099 0.0072
0.0074 0.0026 −0.9997

 [
−7.5794 −40.2643 198.7469

]

4.2. Implementation of Hierarchical Projection of Depth Information

The implementation flow of hierarchical projection of depth information is shown
in Figure 15.

Figure 15. Hierarchical projection algorithm flow based on depth information.
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To verify the hierarchical projection based on depth information, an experiment was
carried out in which the variables were controlled. Firstly, the left and right camera internal
parameters and special out-of-plane parameters obtained in Tables 1 and 2 were substituted
into the model in Equation (6) to calculate the coordinate transformation relationship. In
the experiment, different values were input for image registration. Based on the internal
and external parameters of the camera, the correction matrix and projection matrix of the
left and right views could be deduced, as shown in Table 4.

Table 4. Stereo correction and projection matrix.

Pespective Name Correction Matrix Projection Matrix

Left camera view

 0.9999 0.0028 0.0008
−0.0028 0.9999 −0.0012
−0.0008 0.0012 0.9999


901.0340 0 721.6889 0

0 901.0340 438.3938 0
0 0 1 0



Right camera view

 0.9999 0.0047 0.0034
−0.0047 0.9999 −0.0012
−0.0034 0.0012 0.9999


901.0340 0 721.6889 −15083.6593

0 901.0340 438.3938 0
0 0 1 0



The left and right viewing angles of the image to be stitched could then be transformed
into a horizontally aligned attitude through the correction matrix, and the stereo correction
results could be obtained by mapping the projection matrix to the new coordinate system.
Next, we searched the corresponding points of the left and right viewing angles in the
one-dimensional space, calculated the parallax and depth information, and obtained a
depth map which we used to layer the image. The effect is shown in Figure 16.

Figure 16. Image layering effect based on depth information.

The image was layered in such a way that the outermost layer was greater than 2 m
and each layer was separated by 100 mm. We took the average depth information of the
current layer as the input to solve the respective image registration models. All layers were
aligned with the corresponding models and superimposed upon one another to obtain the
final stitching results.
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4.3. Effect Analysis Experiment after Image Stitching

The experiments were conducted with binocular cameras. We captured close scenes
several times; these were then stitched together using the method proposed in this paper,
with the following results.

As shown in Figure 17, good stitching results were achieved for various planes at
different distances, such as TVs, monitors, and chairs; however, objects such as table legs,
which are long and thin and have different overall depth information still showed a certain
degree of overlap and misalignment, and there was still blurring due to the layering in the
stitched image.
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Figure 18. Image stitching results.

Similarly, Figure 19 presents to a scene with a large depth span. Once again, except
for the door seam of the closet, a good stitching effect was achieved for all objects despite
some blurring phenomena.

Comparative experiments were conducted to stitch the images using the method
proposed in this paper and the feature point-based stitching method, respectively. The
latter applies the SURF [19] and ORB (Oriented FAST and Rotated BRIEF) algorithms [20] to
detect and match the feature points, purifies the matching results via the random sampling
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consistency method, obtains the best matching results, constructs a global homography
model to align the images, and then uses the fading-in and fading-out method to obtain
the final image. The experimental results are shown in Figures 20–22.
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Since Figure 20 is an oblique scene, the depth information of the object surface varies
linearly; as such, the objects with different depths achieved better stitching results using
the method proposed in this paper (Figure 20a). In the stitching results obtained using the
SURF feature points (Figure 20b), the TV, the refrigerator and the shelf all showed different
degrees of misalignment.

As shown in Figure 21, when the proposed method was used for stitching (Figure 21a),
good results were obtained except for the closet gap. However, in the stitching results
based on ORB feature points (Figure 21b), there were mismatches, because the feature
points detected for the edges of the three closet doors were too similar. As such, the result
was not satisfactory.

As shown in Figure 22, using the method based on depth information layering
(Figure 22a), most of the objects in the scene achieved good results, with only the seat
closest to the camera showing a small amount of ghosting. Meanwhile, in the results
obtained using the two image stitching method based on feature points (Figure 22b,c),
most objects showed ghosting, and the upper right corner of the TV set had significant
deformation.

Although the results of the method proposed in this paper demonstrated less ghosting
and fewer errors, some fuzzy edge noise appeared. This may have been because the
coordinate transformation relationship between the layers was not accurate enough when
the image was layered. Assuming that the present registration model is not accurate
enough, eliminating such edge noise will be a focus in subsequent research.

5. Conclusions

To maintain high robustness in cases of sparse feature points, uneven distribution,
or obvious parallax, an image stitching method based on the camera calibration model
is proposed in this paper. Based on the general camera calibration, an additional set of
pictures with a vertical pattern were taken. Using the external parameters obtained from
the camera calibration and the internal parameters of the camera, a spatially layered image
registration model could be constructed. By adjusting the depth information in the model,
the coordinate transformation relationship between the viewing angles of the two cameras
concerning the vertical plane at any distance could be obtained. To apply the spatially
layered image registration model, this paper also proposed an image layered projection
method based on depth information. The depth information of the overlapping area in the
scene was obtained through stereo correction and matching. According to this information,
the original image was layered, and each layer was registered according to the coordinate
transformation relationship based on the current depth information. By superimposing all
the projection results, image stitching results that were resistant to parallax disturbances
could be obtained.
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