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Abstract: To improve the accuracy of the You Only Look Once v5s (YOLOv5s) algorithm for object
detection, this paper proposes an improved YOLOv5s algorithm, CBAM-YOLOv5s, which introduces
an attention mechanism. A convolutional block attention module (CBAM) is incorporated into the
YOLOv5s backbone network to improve its feature extraction ability. Furthermore, the complete
intersection-over-union (CIoU) loss is used as the object bounding-box regression loss function to
accelerate the speed of the regression process. Experiments are carried out on the Pascal Visual Object
Classes 2007 (VOC2007) dataset and the Microsoft Common Objects in Context (COCO2014) dataset,
which are widely used for object detection evaluations. On the VOC2007 dataset, the experimental
results show that compared with those of the original YOLOv5s algorithm, the precision, recall and
mean average precision (mAP) of the CBAM-YOLOv5s algorithm are improved by 4.52%, 1.18% and
3.09%, respectively. On the COCO2014 dataset, compared with the original YOLOv5s algorithm,
the precision, recall and mAP of the CBAM-YOLOv5s algorithm are increased by 2.21%, 0.88% and
1.39%, respectively.

Keywords: object detection; YOLOv5s; attention mechanism; deep learning

1. Introduction

In recent years, due to the advent of the era of big data and the rapid development of
computer graphics cards, the computing power of computers has also improved, which has
accelerated the development of artificial intelligence in the computer field. There are more
and more studies related to artificial intelligence, for example, the research in [1–4] has
good application value, and the research of object detection has also developed accordingly.

Object detection has a wide range of applications in many areas of artificial intelligence,
including robot navigation [5], autonomous driving [6], medical imaging [7] and human–
object interaction [8]. Current object detection algorithms are mainly divided into single-
stage detection algorithms and two-stage detection algorithms. Single-stage detection
algorithms are represented by the You Only Look Once (YOLO) series [9–13], single-shot
multibox detector (SSD) series [14–17], etc. Two-stage detection algorithms are represented
by the region-based convolutional neural network (R-CNN) series [18–20]. A single-stage
detection algorithm simultaneously classifies and locates the object of interest during object
detection, while a two-stage detection algorithm performs these tasks separately. The
characteristics of single-stage detection algorithms include that their detection speeds are
very fast, but their accuracies are low. A two-stage detection algorithm is the opposite of a
single-stage detection algorithm, with high accuracy but a slow detection speed. At present,
most object detection tasks are real-time detection problems based on video, which require
high detection speed, so a single-stage object detection algorithm is more suitable.

The latest single-stage object detection algorithm is the YOLOv5 algorithm. Compared
with other single-stage object detection algorithms, the YOLOv5 algorithm has a faster
detection speed and a smaller model. YOLOv5 is divided into four different algorithms:
YOLOv5s, YOLOv5m, YOLOv5l and YOLOv5x. The network structures of these four
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different algorithms are roughly the same, but their differences lie in the depths and widths
of the networks. Among them, YOLOv5s has a faster detection speed and a smaller model
than the other three algorithms, but the disadvantage is that its accuracy is low. In response
to this problem, this paper proposes an improved YOLOv5s algorithm, CBAM-YOLOv5s,
which introduces an attention mechanism.

In recent years, the attention mechanism has been widely used in various fields of deep
learning [21–24], including image processing, speech recognition and natural language
processing. There are many attention mechanism modules in the field of computer vision,
among which the most classic ones are the squeeze-and-excitation network (SENet) [23]
and the convolutional block attention module (CBAM) [24]. SENet is the champion of
the ImageNet2017 image recognition competition, and CBAM is the champion of the
2018 classification competition. In this paper, these two classical modules are introduced
respectively for comparative experiments.

At present, there are many improved object detection models based on the attention
mechanism, which have good results, but most of the model parameters are large, and
the detection speed is not fast enough. The improved method in this paper has good
performance in both detection effect and detection speed.

2. CBAM-YOLOv5s

In this section, the YOLOv5s algorithm is first introduced, followed by detailed
descriptions of the improvements made to the YOLOv5s network structure and the object
bounding-box regression loss function used by the algorithm proposed in this paper.

2.1. YOLOv5s Algorithm

The YOLOv5s algorithm includes three parts: a feature extraction backbone network,
a feature fusion neck network and a detection head. The network structure is shown in
Figure 1. The detection process of the YOLOv5s algorithm is roughly divided into three
steps. The first step is to extract features, adjust the scale of the input image to 640× 640,
and input the adjusted image into the backbone network. The BottleneckCSP-2 module,
the BottleneckCSP-3 module, and the BottleneckCSP-4 module output three different scales
of feature maps with sizes of 80× 80, 40× 40 and 20× 20, respectively; these three feature
maps contain different feature information. The second step is feature fusion. The three
different scales of feature maps obtained through the backbone network are transmitted
to the neck network, and the neck network performs a series of upsampling, convolution,
channel concatenation and other operations to fully integrate the information provided by
the feature maps. The third step is to output the detection heads. After the neck network
fully integrates the features, three detection heads with sizes of 80× 80, 40× 40 and 20× 20
are output. These three detection heads with different scales are used to detect small objects,
medium objects and large objects.

Compared with YOLOv4, YOLOv5s adds a focus module to the backbone network.
The main function of this module is to periodically extract pixels from high-resolution
images and reconstruct them into low-resolution images to improve the receptive field
of each pixel while retaining relatively complete original information. The design of the
module is mainly used to reduce the number of calculations and speed up the algorithm.
YOLOv4 only uses a cross-stage partial network (CSP) [25] structure in the backbone
network, while YOLOv5s uses CSP structures in both the backbone network and the neck
network. A CSP structure is used for local cross-layer network fusion, which reduces the
number of calculations while simultaneously ensuring accuracy.
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Figure 1. Structure of the YOLOv5s network. 
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Figure 1. Structure of the YOLOv5s network.

2.2. Improved YOLOv5s with an Attention Mechanism

An attention mechanism is a data processing method in that is widely used in various
types of machine learning tasks, such as natural language processing, image recognition
and speech recognition. An attention mechanism is essentially similar to the mechanism
by which humans observe external objects; when humans observe external objects, they
are first inclined to observe some important local information about these objects and then
combine the information derived from different regions to form an overall impression of
the observed objects.

2.2.1. CBAM

The CBAM is a lightweight module that includes a channel attention submodule and a
spatial attention submodule. The channel attention submodule focuses on important feature
information, and the spatial attention submodule focuses on object location information.
The structure of the CBAM is shown in Figure 2.
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The operation process of the channel attention submodule: The input feature map
uses a global average pooling operation and a global maximum pooling operation to
aggregate the spatial information of the input feature map to obtain a one-dimensional
channel attention vector, sends it to a shared network, passes the added elements through
a sigmoid activation function to obtain the resulting channel attention vector and finally
multiplies the channel attention vector with the initial input to obtain the output of the
channel attention submodule.

The operation process of the spatial attention submodule: The output of the channel
attention submodule is subjected to an average pooling operation and a maximum pooling
operation to obtain a spatial attention tensor; this is followed by channel concatenation.
Then, the spatial attention tensor is obtained through a convolution operation and the
sigmoid activation function; finally, the spatial attention tensor is multiplied with the
output of the channel attention submodule to obtain the output of the spatial attention
submodule.

2.2.2. YOLOv5s Introduces the CBAM

The CBAM is incorporated into the backbone network of YOLOv5s, and the network
structure is shown in Figure 3. The function of the module is to let the network know
which part to focus on and to accordingly achieve prominent representations of important
features while suppressing the less important features; this module can adjust the attention
weight of the feature map and improve the feature extraction ability of the network.
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The specific operation of the CBAM is mainly divided into two steps, as shown
in Figure 4.
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In the first step, the channel attention operation is performed on the input feature map.
The input 1024× 20× 20 feature map is processed through a maximum pooling operation
and an average pooling operation to obtain two 1024× 1× 1 feature maps, and then these
two feature maps are each compressed by the first fully connected layer to compress the
number of channels to 64, thereby reducing the computational cost. This is followed by an
expansion operation performed through the second fully connected layer to output two
1024× 1× 1 feature maps. Then, the feature information of the two feature maps is added
and passed through the sigmoid activation function to obtain a 1024× 1× 1 feature map,
and finally, the feature map is multiplied by the initial input to obtain an output of size
1024× 20× 20 with constant dimensions.
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In the second step, the spatial attention operation is performed. The 1024× 20× 20
feature map obtained through the channel attention operation is subjected to a maximum
pooling operation and an average pooling operation to output two 1× 20× 20 feature
maps, and then 2× 20× 20 feature maps are output through the channel concatenation
operation. Next, the dimensions of the feature map are restored to 1× 20× 20 through
a convolution operation, and this is followed by the sigmoid activation function, which
outputs a 1× 20× 20 feature map. Then, the feature map is multiplied by the initial input
to obtain a 1024× 20× 20 feature map, and this feature map is added to the input of the
BottleneckCSP-4 module to obtain the final output: a 1024× 20× 20 feature map. Finally,
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the extracted 1024× 20× 20 feature map is input back into the Conv-5 module in the
neck network.

2.3. The Object Bounding-Box Regression Loss Function

The object bounding-box regression loss functions of most object detection algorithms
use generalized intersection-over-union (GIoU) loss [26] to calculate the deviation between
each prediction box and the corresponding ground truth; this loss is defined as

LGIoU = 1− IoU +
|Ac−U|
|Ac| (1)

where Ac represents the area of the smallest box that contains both the ground truth and
the prediction box, IoU represents the intersection over union of two bounding boxes, U
represents the union of the two bounding boxes and LGIoU represents the GIoU loss.

The advantage of the GIoU loss is that it not only focuses on the overlapping area
between the prediction box and the ground truth but also focuses on other nonoverlapping
areas, so it can better reflect the degree of overlap between the prediction box and the
ground truth. However, the disadvantage of the GIoU loss is that when the ground truth
or the prediction box surrounds the other, the GIoU loss function deteriorates, causing
slow convergence and a large localization bias during the training process. The complete
IoU (CIoU) loss [27] was developed in view of this problem; in addition to considering
the overlapping area between the prediction box and the corresponding ground truth, the
distance between the center points and the aspect ratio of the two bounding boxes are also
considered. The CIoU loss is given as

LCIoU = 1− IoU +
ρ2(b, bgt)

c2 + αv, (2)

α =
v

(1− IoU) + v
, (3)

v =
4

π2

(
arctan

wgt

hgt − arctan
w
h

)2

, (4)

where ρ2(b, bgt) denotes the Euclidean distance between the prediction box and the ground
truth, c denotes the shortest diagonal length of the smallest box containing both the ground
truth and the prediction box, α is the weight parameter, v denotes the similarity between
the aspect ratios of the two bounding boxes, wgt and hgt denote the width and height of the
ground truth, w and h denote the width and height of the prediction box, respectively, and
LCIoU denotes the CIoU loss.

Compared with the GIoU loss, the CIoU loss adds loss terms for the center distance and
the aspect ratio between the prediction box and the ground truth to the loss function, which
makes the prediction box converge faster and the regression localization more accurate,
so the algorithm in this paper uses the CIoU loss as the object bounding-box regression
loss function.

3. Experiments

To evaluate the improvement achieved by the CBAM introduced to YOLOv5s, the
CBAM incorporated into the backbone network of YOLOv5s is replaced by another atten-
tion mechanism module called the SENet for an ablation experiment. In this section, the
experimental equipment, dataset, evaluation metrics, experimental results and comparative
analysis are introduced. We have put the core code of the algorithm on GitHub. Interested
readers can download it, and the access link is https://github.com/2530525322/object-
model (accessed on 9 August 2022).

The SENet mainly includes squeeze and excitation operations. The module structure
is shown in Figure 5.

https://github.com/2530525322/object-model
https://github.com/2530525322/object-model
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The SENet mainly focuses the network’s attention on specific channels by learning
the connections between channels, thereby achieving improved accuracy. The general
processing flow of the SENet is roughly divided into three steps.

Squeeze operation: The input W×H×C feature map is subjected to the global average
pooling operation to obtain a 1× 1×C feature map.

Excitation operation: The result of the squeeze operation is transformed nonlinearly
by using a fully connected layer.

Scale operation: The output obtained by the excitation operation is used as the weight
and multiplied by the initial W×H×C input for the channel weights to obtain the final
output.

3.1. Experimental Equipment and Training Parameters

The equipment used in the experiment is a Dell desktop computer, and its specific
configuration is shown in Table 1.

Table 1. Computation system.

Name Configuration

Processor Intel(R) Core(TM) i9-10900X CPU @ 3.70GHz

Running Memory 64 GB

Operating System Linux

GPU NVIDIA GeForce RTX 3080

GPU Memory 10 GB

Programming Tool PyCharm

Programming Language Python

Deep Learning Framework PyTorch

Some of the training parameters in the experiment are shown in Table 2.

Table 2. Training parameters.

Parameter Value

Learning Rate 0.01

Batch Size 32

Weight Decay 0.0005

Momentum 0.937

Epochs 300

3.2. Dataset

The datasets used in this experiment are the Pascal Visual Object Classes 2007 (VOC2007)
dataset [28] and the Microsoft Common Objects in Context (COCO2014) dataset. The
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COCO2014 dataset has a total of 123,287 images with 80 categories. The VOC2007 dataset
contains a total of 9963 images. Twenty classes are included in the dataset, as shown in
Figure 6; these classes include the airplane, bicycle, bird, boat, bottle, bus, car, cat, chair,
cow, dining table, dog, horse, motorbike, person, potted plant, sheep, sofa, train and TV
monitor categories, and the associated XML file provides the object class of the input image
and the coordinates of the corresponding ground truth.
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3.3. Evaluation Metrics

To evaluate the performance of the proposed algorithm, the evaluation metrics in this
paper are precision (P), recall (R), mean average precision (mAP), F-score and frames per
second (FPS).

Precision calculates the proportion of the number of correctly predicted positive
samples to the total number of samples predicted as positive samples, that is, the accuracy
of the prediction for the evaluation object. Precision is defined as follows:

P =
TP

TP + FP
, (5)

where TP represents true positives, that is, the number of positive samples predicted as
positive samples; FP represents false positives, that is, the number of negative samples
predicted as positive samples.

Recall calculates the proportion of the number of correctly predicted positive samples
to the total number of actual positive samples, that is, whether the evaluation object is
completely found or not. Recall is defined as follows:

R =
TP

TP + FN
, (6)

where FN represents false negatives, that is, the number of positive samples predicted as
negative samples.
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The mAP calculates the mean of the average precision (AP) values of all classes and is
used to evaluate the overall performance of the algorithm. The mAP is given as

AP =
∫ 1

0
P dR, (7)

mAP =
∑c

j=1 APj

c
. (8)

F-score calculates the harmonic value of precision and recall, which can comprehen-
sively measure these two indicators. The F-score is defined as follows:

F-score =
(

1 + β2
) P·R

β2·P + R
, (9)

where β is used to balance the weight of precision and recall in the F-score, and there are
three values. When β is equal to 1, precision is as important as recall; when β is less than 1,
precision is more important than recall; when β is greater than 1, recall is more important
than precision.

3.4. Experimental Results and Comparative Analysis

During the experimental training process, the stochastic gradient descent (SGD) [29]
optimization algorithm is used to update the model parameters. Table 3 shows the experi-
mental results obtained on the VOC2007 dataset.

Table 3. Ablation experiment.

Dataset
Attention Mechanism

Precision Recall mAP@0.5 mAP@0.95 F1-Score FPS
SENet CBAM

VOC2007
× × 75.68% 60.87% 66.35% 41.14% 67.47% 76
X × 76.27% 62.09% 67.33% 42.03% 68.45% 57
× X 80.20% 62.05% 69.44% 45.99% 69.97% 60

As seen in Table 3, compared with those of the original YOLOv5s algorithm that
does not introduce an attention mechanism, the precision, recall and mAP of the proposed
algorithm that introduces an attention mechanism are improved. Compared with the
original YOLOv5s, the YOLOv5s version with the SENet module achieves a 0.59% im-
provement in precision, a 1.22% improvement in recall and a 0.98% improvement in mAP,
while the YOLOv5s version with the CBAM yields larger improvements, with a 4.52%
improvement in precision, a 1.18% improvement in recall and a 3.09% improvement in mAP.
By conducting a comparative analysis on the experimental results, it can be concluded
that the algorithm in this paper has better performance than the original algorithm and
the algorithm with the SENet module. SENet only includes channel attention and can
only obtain important feature information on the channel, while CBAM includes not only
channel attention but also spatial attention. It can obtain important feature information
in both channel and space, so that the network can better learn important features in the
image. The more picture features the network learns, the better it can recognize the object,
which will make the network’s recognition accuracy higher.

The experimental comparison results of the object bounding-box regression loss func-
tion are shown in Figure 7, where the horizontal axis is the number of epochs and the
vertical axis is the value of the bounding-box loss. The experimental results show that
the use of the CIoU loss as the bounding-box regression loss function results in faster
convergence than the GIoU loss.
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Figure 7. Variation in the two loss functions.

In order to further verify the effectiveness of the improved algorithm, this study
includes comparative experiments on the COCO2014 dataset. The experimental results are
shown in Table 4.

Table 4. Comparative experiment.

Dataset Algorithm Precision Recall mAP@0.5 mAP@0.95 F1-Score FPS

COCO2014
YOLOv5s 64.48% 48.22% 52.72% 33.22% 55.18% 60

CBAM-YOLOv5s 66.69% 49.10% 54.11% 33.98% 56.56% 58

As can be seen from Table 4, compared with the original YOLOv5s algorithm, the
precision, recall and mAP of the CBAM-YOLOv5s algorithm are increased by 2.21%,
0.88% and 1.39%, respectively. Based on the experimental results in Tables 3 and 4, it can
be concluded that the improved CBAM-YOLOv5s algorithm is better than the original
YOLOv5s algorithm on the VOC2007 dataset and the COCO2014 dataset.

Figure 8 shows the detection effect of the CBAM-YOLOv5s algorithm on the VOC2007
dataset. It can detect different targets in the picture and frame them.
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To verify the effect of the algorithm proposed in this paper, this paper also compares it
with other object detection algorithms, as shown in Table 5. The precision and the FPS are
used as measurement indicators.

Table 5. Comparison with other algorithms.

Dataset Algorithm Backbone Precision FPS

VOC2007

SSD VGG-16 77.5% 46
ESSD VGG-16 79.4% 25

MDSSD VGG-16 78.6% 28
YOLOv3 Darknet-53 74.5% 36
YOLOv4 CSPDarknet53 78.1% 35
YOLOv5s CSPDarknet53 75.6% 76

CBAM-
YOLOv5s CSPDarknet53 80.2% 60

It can be seen from the results in Table 5 that the improved YOLOv5s performs
better than the other detection algorithms in terms of precision and FPS. For example, it
outperforms the YOLOv4 by 2.1% on the VOC2007 dataset with faster detection.

4. Conclusions

In this paper, a CBAM is incorporated into the backbone network of YOLOv5s to opti-
mize its network structure, and the CIoU loss is used as the object bounding-box regression
loss function to accelerate the speed of the regression process. To verify the performance
of the proposed algorithm, extensive experiments are conducted on the VOC2007 dataset.
The experimental results show that compared with those of the original YOLOv5s, the
precision, recall and mAP of the proposed algorithm are significantly improved; further-
more, the CIoU loss is used because the bounding-box regression loss function is faster
than the GIoU loss in terms of convergence. The algorithm in this paper solves the problem
regarding the low detection accuracy of the original YOLOv5s algorithm to a certain extent,
but the algorithm still exhibits certain detection errors and missed detection problems for
complex images with dense objects. Future research will involve continuously optimizing
the network structure of the proposed algorithm to further improve its detection accuracy.
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