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Abstract: Smart Grids (SG) generate extensive data sets regarding the system variables, viz., and
demand and supply. These extremely large data sets are known as big data. Hence, preprocessing
of this vast data and integration become critical steps in the load forecasting process. The precise
prediction of the load is the primary concern while balancing the demand and supply in SG. Many
techniques were devised for load forecasting using machine learning methods such as Deep-learning
Models. However, in the case of large data sets, only a few models provide good performance, viz.
Autoregressive Integrated Moving Average (ARIMA). However, this approach is complex, as it takes
a minimum of 50 observations to make an evaluation. In this paper, the Prophet technique is used
in the prediction of future demand response based on the past data, which is in the form of a time
series. This technique is valid even if a few values in the time series are not available. Furthermore,
the procedure is not affected by fluctuations, trends, and abnormal variations. The automatic model
fitting approach is adopted for its effective performance. Further, ARIMA and Prophet model have
been used to forecast and the approach is verified using various evaluation metrics. The demand
response management was achieved and is being validated with two data sets. The results show the
effectiveness of the Prophet model in the demand response management scheme involving large
data sets.

Keywords: ARIMA model; big data; demand response management; energy prediction; load forecasting;
prophet model; smart grid

1. Introduction

A smart grid differs from a traditional electricity system, which involves the flow of
energy in one way. It enables real time collection of data in the transmission and distribution
network facilitating monitoring of electricity for efficient energy management. It involves
technologies such as data acquisition, control, automation, and communication, which work
together in the grid to respond to the ever-changing demands of consumers. The flexibility
can be achieved by making the customers follow demand response programs. However,
several challenges are involved in implementing these programs in a real-time environment.
Demand side management (DSM) in electrical power systems is one of the solutions to
these challenges by shifting the flexibility of the power system to the consumer side.

Besides load forecasting, there are two kinds of demand response (DR) in the power
sector: non-dispatchable and dispatchable demand response. A dispatchable demand
response deals with the customer appliances. In some cases, the utility directs the consumer
regarding cutting down the air conditioner or heater load during peak demand periods,
thereby reducing the cost. Hence, the consumer will be directed only when the utility can
forecast and predict the peak load. The problem arises when the forecasting model shows
errors. The non-dispatchable demand response or the retail price-responsive demand is
when the customer has the liberty to decide whether to cut down his consumption. It is
based on the retail rate design and does not remain fixed. This includes dynamic pricing
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programs. In this case, the issue is redundant, and in most cases, the increase in prices has
no perceptible effect on the consumption pattern of consumers. A vast amount of data
is derived from the SG setup, on a second-by-second basis. However, there are various
challenges associated with load forecasting using this data. First, the data, which is mostly
accumulated, is unstructured, as it is gathered from a wide area containing a number of
households. Second, the data collected is interlinked. Therefore, extraction of a particular
data is found difficult for real-time applications. Many works have been carried out on load
forecasting and demand response management using big data to solve these issues.

For managing the demand-response of energy, the authors have discussed the ARIMA
model [1]. This model has the capability to lag its forecast errors by itself. It captures the
consumed energy in the grid. In this paper, the ARIMA model is used to detect abnormal-
ities. The authors have used automated fitting methods. However, it is not suitable for
electricity consumption where there is a high variation in consumption behavior. Subse-
quently, the occupancy levels, which can improve the energy prediction, are highlighted.
Their accumulated data is related to the premises of a residence [2]. Here, the authors
collected data on the network activity and the consumption data of the consumers, on a
daily basis. They used the ARIMA model to forecast with accuracy. It is acknowledged that
the measurements of the constructed residence have a remarkable explanatory variable. In a
similar work, the authors elaborated on a short to medium term load prediction model [3].
This paper highlighted the big data approach for smart homes.

The authors used big data in Ref. [4] for energy prediction. In a similar work [5], a
data management system was used for forecasting. This model can help the customers to
manage energy and reduce grid failure. They developed a model to make it economical and
effective for better load distribution. In Ref. [6], the authors evaluated an hourly demand
profile, which is effectively trained. Here, they used a hybrid model of the Bi-directional
Long-Short-Term Memory (BLSTM) and the ARIMA model for the prediction of energy.
In another work, the ARIMA model is used in all the phases of time series data. In a
different work, Wang et al. dealt with short-term wind power prediction [7], where the
ARIMA model was used for better performance [8]. Here, the authors described issues
with a real-time price forecasting method. In Ref. [9], the authors randomized a consumer
algorithm for managing demand response [10]. Moreover, the authors have designed an
optimized demand response for efficient management of supply and demand in SG.

1.1. Related Work

Energy management is the most crucial part of an SG. For managing the supply and
demand of energy, various big data analytics approaches were performed well in SG.
Safhi et al. discussed load forecasting, which is based on big data [11]. There are various
prediction techniques discussed in the literature for managing demand and supply gaps.
The ARIMA model is an essential analytical method where time-series data is used. This
model is trained to understand the data set in an efficient way. The ARIMA model has a
great role in the prediction of the future trends of a time series. Krishna et al. discussed
the ARIMA model, where it captures the process of energy consumption in the power
system [1]. Moreover, it has the capability to check the validity of the consumed energy of
the system.

The above model was unable to capture the experiment-based characteristics in a
proper way. In order to overcome this limitation, the prophet model was proposed by some
authors. In the work carried out by Ref. [12], the authors have used K-means clustering
with the ARIMA model to obtain DR from an area in their university. They have used the
data of two academic years viz., 2014-2015. First, they obtained the predicted electricity
consumption data for 2016. The electricity consumption forecast was done, and DSM
variables were obtained thereafter. In Ref. [13], the authors used two datasets viz., one
dataset comprised the electricity consumption of three months (February—April 2013) and
the other related to four years (July 2009-June 2013). In both of these datasets, the dynamic
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demand response was carried out using six different prediction models including ARIMA
model and the results were finally compared.

The authors in Ref. [14] carried out work on applications of technologies involving big
data, such as online monitoring of renewable energy systems and wind turbines, based
on ultra-sphere model. The third application was backup and recovery in the electric
power generation process. The authors believed that big data technologies are essential for
buildings and handling SG. However, their research lacked the use of the big data in SG.
In Ref. [15], the authors deal with the analysis of big data for renewable energy resources.
They further aim at presenting techniques for Demand Response Management (DRM)
using big data. The technology used to carry out the DRM is a simulator. While issuing
DR, the simulator studies the big data and identifies correlations. The paper aims to use the
technology and defined its usefulness in the future. However, the research was not made
using different machine-learning techniques for carrying out the DR. By optimizing the
programming, it would become easier for advancing the technology, in the near future.

The research in Ref. [16] was carried out to solve two main issues while handling big
data. First, the authors used the expansion K-SVD sparse representation technique to extract
hidden patterns of electricity consumption. Second, it can also be used to compress the data
and store it efficiently. Further, they used a series of other computational techniques like
SVM, PCA, etc., to classify the consumers into various groups. So, basically, they worked on
efficient compression of data and its extraction. However, their research lacked obtaining a
DR from the extracted data. In Ref. [17], the authors used big data technology to recognize
the patterns of electricity consumption by consumers. They further shifted the peak load
by studying the consumption patterns. They used the K-means algorithm to achieve the
final clusters. However, they did not predict the future energy consumption patterns of
the consumers.

The work in Ref. [18] was based on obtaining DR on electricity consumption data of
one month only. The authors used big data technologies like Apache Spark to analyze
the data to obtain DR and thereby successfully curtailed the air conditioner and heating
loads. In Ref. [19], the authors created various priority lists varying from consumer to
consumer. They further analyzed various aspects such as time, need, and power consumed
while creating the priority lists. However, they did not do DSM using the priority lists.
Furthermore, they did not predict the future electricity consumption by the consumers.

Almajarouee et al. introduced techniques based on peak load where the long-term fore-
casting provided results accurately. They tried to save cost and time by using this model [20].
Many authors discussed the Prophet model approach for the energy demand forecasting in
SG. They tried to improve energy generation and consumption with accurate forecasting
methods. In another paper, the authors discussed the data cleaning algorithm [21]. Here,
the authors highlighted the errors in the models and various issues such as Benchmark-
related algorithms. In a different work, the authors defined the smart energy management,
which can maintain the quality of life for the consumer [22]. In this paper, the authors paid
attention to minimizing the energy by developing an efficient model.

The energy consumption was managed [23] by using operational approach techniques.
This technology is designed for proper communication with SG. The Energy Manage-
ment System (EMS) has a significant role in managing demand and supply [24]. However,
the studied data samples were small datasets. In another paper, the authors highlighted mul-
tiple homes. The problem formulation is carried out via multiple-knapsack problems [25].
In this paper, the authors discussed the importance of the external variables of consumed
energy. They defined the state-of-the-art energy load forecasting method. They also defined
the challenges that are involved with big data. Table 1 shows, at a glance, the various
research work done in this area.
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Table 1. Works related to energy forecasting for demand response.

Author(s), Year Techniques Description Application/ Domain Reference
To collect data related to the total
occupied building, they installed .
Newsham et al. (2010) ARIMA model wireless sensors in the building in the Energy forecasting [2]
eastern zone in Ontario
. ARIMA model They used automatic model .
Krishna et al. (2015) forecasting method fitting methods Energy prediction [l
. Used for renewable energy To ascertain daily
Asaleye et al. (2017) Decision support tool microgrids (DSTREM) energy consumption [6]
An RTP model was used for analyzing
An innovative hybrid customer conducts. They got more - .
Luo etal. (2018) RTP forecasting model benefit by scheduling the use of Real-time forecasting ]
home appliances
To solve problems of ambiguous data
. . . from big data wireless sensor networks. Cleaning
Sendric et al. (2019) Data cleaning algorithm They used these to clean data in ambiguous data [21]
smart cities
Short-term wind power
Gupta et al. (2019) _prediction (WPP) to Hybrid ARIMA-GARCH model Forecasting of (8]
improve the efficiency wind power
of power systems
Liu et al. (2020) Big data analytics Big data analytics in running smart cities To build smart cities [4]
Hybrid model based on The ARIMA model can tackle the linear
the ARIMA model In . . . . .
this paper, Bi-directonal part of the time series data. Bi-LSTM can The installation or
Wang et al. (2020) . . handle the non-linear features. The replacement of [7]
(Bi-LSTM) model and . . . .
. R hybrid model provided a good electrolytic capacitors
Bayesian optimization rediction tool
(BO) model P
Prophet model used and forecasting To predict long-term
Almazrouee et al. (2020) Prophet model accuracy compared with the predic 5 [20]

Holt-Winter’s model.

peak loads

1.2. Motivation

ARIMA is mainly used by professionals who have prior knowledge of the intricacies

of the model. If a single parameter in the equation is incorrect, the entire result will be
affected. However, the Prophet model uses a Bayesian curve fitting method and does not
require prior knowledge of datasets. It automatically finds seasonal trends from the data.
The Prophet model incorporates seasonal trends such as holidays and weekends, whereas
the ARIMA model incorporates both seasonal and non-seasonal trends with time-series
data. It provides great precision compared to any other method.

1.3. Contribution

The ARIMA model requires expert knowledge as a prerequisite to make use of it.
In addition, it is not flexible in use and is non-automatic. The Prophet model overcomes all
the aforesaid limitations and is a powerful tool for prediction. It gives precise results with
non-seasonal trends and also incorporates non-linear trends with datasets. The contribution
of the proposed work is as follows:

*  Optimized parameters for the Prophet and ARIMA model is used for better performance;

¢  Applied preprocessing techniques to clean the data;

*  The abnormal data is removed for the prediction of consumption of energy in forecasting;

e ARIMA and the Prophet model is compared and analyzed with different performance
metrics.

1.4. Organization

In this paper, Section 2 defines the detailed description of the methodology and
workflow of our proposed model. Section 3 describes the performance of the models along
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with evaluation parameters. Subsequently, Section 4 is devoted to the discussion of the
dataset and the Prophet model. Finally, the conclusion of this work is stated in Section 5.

2. Methodology

The methodology used for our current work is described in Figure 1. Initially, a high
volume of data is obtained from the Smart Grid (5G) and the smart meters, which are
connected to the electric power system. The dataset is a multivariate time-series data
collected from Pennsylvania-New Jersey-Maryland Interconnection (PJM), which is a
regional transmission organization (RTO) in the United States of America. PJM is a part
of the Eastern Interconnection grid, operating an electric transmission system serving all
parts of Delaware, Illinois, New Jersey, and North Carolina. The dataset is of the PJM East,
which consists of data from 2014 to 2016 for the entire eastern region, where 2014 to 2015 is
used for training and 2015 to 2016 is used for testing. The data consist of extraneous values
and noises and hence the data needs to be filtered and the relevant data is extracted from
the large datasets. Subsequent to processing, model fitting is done and then used in the
Prophet model. The Prophet workflow model generates a reliable forecast in the form of
time series values in the demand response process.

Further, in a traditional time series model, there are certain problems, as mentioned below.

. The time interval between data has to be the same throughout, while this is not a
problem in Prophet model;

e Day with NA (nil data) is not allowed, while this is not an issue in the Prophet model;

*  Seasonality with multiple periods is complex, while the Prophet model handles this
problem by default;

e  Parameter tuning by an expert is necessary for the ARIMA model, while in the
Prophet model there is a default setting, from which parameters are easily inter-
preted. The Prophet model is extensively used in various fields for forecasting with an
extensive range of data.

( SG Data Source )

y
-

Data filtering and
processing

|

Modelfitting using
| Prophet Model

A=

FB Prophet time series

Smart meter

The Model Algorith

Time series
forecastin
FB Prophet Model

Figure 1. The workflow diagram of the Prophet model for the prediction of demand response.

3. Mathematical Modeling of ARIMA and Prophet
3.1. Modeling of ARIMA

The ARIMA model processes data in a time series for making a prediction. The ARIMA
model is used in both linear and multiple-regression models. The multiple regression model
refers to the prediction of outcomes of dependent variables, which are based on variables
of independent variables. The model is generally referred to as ARIMA (p, d, q), where
p, d, and q are zero or positive numbers. The ARIMA model makes use of a stationary
time series. Using a multiple linear regression model, it can work over non-stationary
time series data. The values of p, q, and d can be found using auto-ARIMA. The process
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seeks to identify the most optimal parameters for the ARIMA model, settling on a single-
fitted model. The process works by conducting differencing tests to determine the order
of differencing ‘d’ and then fitting the models within the ranges of defined start p, max
p, start g, and max q. The parameters p, q, and d were set to (4, 1, 1). Finally, the model
trained on 2014-2015 data to obtain a prediction for 2016 consumption data.

The ADF (Augmented Dickey Fuller) test is useful in detecting the unit root in a series
to understand whether the series is stationary or non-stationary. Here, the null and alternate
hypotheses state that if a series has a unit root, it fails to reject the null hypothesis, which
says that the unit has a root. Then, the series is non-stationary. This means that the series can
be linear, stationary, or difference stationary. The experimental results show that the ARMA
(Auto Regressive Moving Average model) is based on real data, which is a stationary time
series. In the flow chart shown in Figure 2, three features of the stationary data have been
selected. Here, the first characteristic is the constant mean, the second one is the variance,
which is also a constant, and the third characteristic is the co-variance, where the signal of
past data, at different times, is constant.

e 0

Check and make sure data is stationary

|

Use differencing techniques on data

till it becomes stationary

set the values of the parameters p,q
p is the order of AR
q is the order of MAA
9 No. of differencing to make data stationerx

|

( 0

Apply the model and obtain the results

& J

Figure 2. The workflow of the ARIMA model.

Here, the daily stationary signal does not meet the first condition, but satisfies the
second and third conditions. The moving average component of ARMA is set for change
mean, and therefore, the first condition is not essential for the appropriate ARMA for a
given time series. Later, the process of residual checking is completed.

If conditions are satisfied, then the process is stopped or otherwise continued. In
Figure 2, the procedure of the ARIMA model is shown. Here, the power consumption
datasets were collected and then the data is preprocessed. Subsequently, any abnormal
data present in the datasets is eliminated. After the selection of features, the important
features are extracted by using the classifier (Support Vectors Machine) and, at last, the
predicted energy. On the basis of lagged data, future prediction is decided. In the above
model, the equations are based on an autoregressive function. It is a function where the
current value is generated based on the immediately preceding value. In the second process,
the current value is generated based on the last two values. An AR (0) process would imply
that there are no dependencies among the terms in the equations.

The aforementioned term predicts certain errors known as moving averages. The time
series is differenced to make the data stationary. There are many models such as Randomwalk
model, Random-trend model, Autoregressive model, and the Exponential-smoothing model.
All are special cases of the ARIMA model. The time series representing the electricity
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consumption of a single consumer, at time £, is given by the value Y;. The ARIMA model is
discussed as in Figure 2 which represents the flow chart of the model where the parameters
are indicated. Here, the values of parameters are selected and residual checking is done.
The residual value is differenced between the observed value and the predicted value. The
ARIMA model aims to predict power.

q r
Yi=ct+ €+ ) aiXe—i+ Y Br €k (1)
i=1 k=1

whereas Y; indicates the consumption of energy at time ¢, ¢ indicates obstruction of the
signal at 4. X;_; and «; are the parameters and regressors for the AR part of the model,
respectively. It assumes Gaussian noise as in €; and compounds g over time periods.
Further, €;_j and coefficient B represent the parameters and regressors of the MA part of
the model, respectively.

flx) =% +2x+1 )

In Equation (2), f(x) is the dependent variable and it indicates the prediction of the
energy consumption using time series data. The values x> and 2x are independent variables
and define the first-order differencing for making stationary data into a non-stationary data.

The prediction of the energy consumption in a time series data is described as follows:

Zn=wa0—1(zn —1) —¢2(zn —2) = — ¢l —p 3)
+e—wi(en —1) —ap(ey, —2) —--- —aetl — g

where at time t1, z;; and €4 are the predicted values and the random error of data

¢(zt, —1)---,p indicates the model parameter, o ...q indicates the model parameter,

p and g are represented by the autoregressive and moving average orders. Equation (3)

shows some important cases of the ARIMA models, If g = 0, then Equation (3) becomes an

AR model of order py, and when py = 0, the model decreases to a MA model to work with

order g;. The past data is the main basis in the prediction of energy by ARIMA model.
The general forecasting equation is:

Zp=pu+¢l(zs —1)+...+Pppzr —p 4)
—01(es—1)—...—60ger — q

George Box and Gwilym Jenkins have introduced the moving average parameters (6)
having negative values in the equation. Hence, the actual numbers are used in the equation
and there is no ambiguity, as the output was read by us at the time of using this software.
These parameters are denoted by AR(1), AR(2)...AR(N), and MA(1), MA(2)...MA(N).
To recognize a suitable ARIMA model for Z;, the order of differencing viz., (dy) is to
be decided. It is very important to make the series spatial so that the characteristics of
seasonality can be removed. If the prediction of the differenced next series is constant, then
we have to apply random-trend model. Here, the series is autocorrelated and the errors
show the number of AR terms (p, > 1) and number MA (g, > 1). These are also needed in
the equation. To determine the values of py, d3 and g, is the best way for a given time series.

There are many types of non-seasonal ARIMA models that are discussed as follows:
The ARIMA (1, 0, 0) model is denoted as the first-order autoregressive model. If the series
is stationary and autocorrelated, then it can be forecast as a multiple of its own previous
value, plus a constant. The forecasting equation, in this case is as below.

Zy=u+¢1Zy — 1 5)

In Equation (5), Z; is less developed data on itself by one period. This is an ARIMA
(1,0, 0) + constant model. If the mean value of Z; is zero, then the constant value will not be
sufficient. If the slope coefficient ¢ is positive and less than 1, Z; is stationary. If the value
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of the next time period value is predicted to be ¢ times it creates a great distance from the
mean, as this is a time value. If ¢ is negative, it predicts a mean level with alteration of the
signs. It also predicts that Z; will be below the mean of the next period if it is above the
mean at that time.

In a second order autoregressive model ARIMA (2, 0, 0), there is Y (t — 2) term on the
right, as well as on the left and depending on the signs and magnitudes of the coefficients.
It describes a system where the mean level is of a sinusoidal wave pattern. It is like the
motion of a mass on a spring that is subjected to random shocks. If the autoregressive
coefficient is equal to 1, it is a series with an infinitely slow mean, which returns to the
previous state. The equation for this model can be written as follows:

Zt—Zlf—lzy (6)
or equivalently
zr=p+Zit+1 )

where the constant term is the mean, which periodically changes (i.e., the long-term drift) Z;.
This model could be fitted as a no-intercept regression model in which the first differencing
of y is the dependent variable, as it includes only a nonseasonal difference and a constant
term. It is “ARIMAQO,1,0 with a constant.” The Random-walk without drift model would be
ARIMA (0,1,0) without any constant. ARIMA1,1,0 is used as differenced with first-order in
the autoregressive model. Here, autocorrelated means that the errors are found as in the
Random walk model. Then the problem can be settled by adding past data of the dependent
variable to the forecast equations, i.e., by regressing the first difference of z on itself lagged
by one period. The forecast equation is:

Zy — (Zit = 1) = u+ g1(Zat = 1) = (Z3t = 2) ®)
yt—=(Zat=1) = p ©)

3.2. The Modeling of Prophet

Prophet has been developed by Facebook in order to overcome some problems that
exist in ARIMA. Prophet works through the use of an additive model whereby the non-
linear trends in the series are fitted with the appropriate seasonality. It is a time series
predictive method where the aim is to predict power in SG. The flow chart of Prophet
model is shown in Figure 3. For this purpose, appliances are categorized as: interruptible,
non-interruptible, and base appliances. Power categorization of:

e Interruptible Appliances

u

Fy = Z Z Oin * rwin(t) (10)

t—1inelN

where F, is the power consumption of appliances, ineIN indicates Interruptible
Appliance, 0, indicates power rating, U is the total time slot, and rw;, (t) is the state
of each Interruptible Appliance at time slot £.

roiy (£) = Z 0 if appliances are off 1)
e 1 if appliances are on

*  Non-interruptible Appliances

u

Fin = Z 2 Ol * 1Wiy (1) (12)

t—1niNI
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where F;, is the power consumption of appliances, niNI indicates Non-Interruptible
Appliance, 0;, indicates power rating, U is total time slot, and rw;, (t) is the state of
each Non-Interruptible Appliances at time slot t.

rony (F) = 2 0 if appliances are off (13)
e 1 if appliances are on

*  Base appliances are similar to fixed appliances that do not have flexibility of operation.
The pattern of consumption of energy and operational period of appliances cannot be
changed. It is important that these appliances must be ‘ON” when the user wants to
switch them ON such as home appliances viz. TV, fridge, and other devices.

u

F, = 2 Z(TB x rwg(t) (14)

t—1 beB

where Fj, represents total energy consumption, B is the base appliance at time ¢, rwp is

each base appliance, and op is the power rating.

Since the Prophet model works on data trends, holidays and seasonal data provides
complex features. Seasonality is input on the basis of day, week, and year. The prophet
model, where consumption is represented by time series, is a data method expressed
as follows,

Z(t) = Y(£) + S(t) + H(t) + E(t) 1)

where Z(t) indicates the consumption, Y (t) represents the data trend function, S(t) indicates
the seasonal data, H(t) indicates the holiday-based data, and E(t) represents the errors.

The trend function of the Prophet model H(t) is highlighted by a piecewise linear
growth model. It is also called a Saturation-growth model. The maximum load data does
not show a saturating growth, which is a piecewise linear growth model represented
as follows:

hit) = (I+a®)To)t+ (n+a(t)To) (16)
Here [ is the growth rate, ¢ indicates rate adjustment, # is an offset parameter, and ¢ is the
change point.
1 ift>U
bty =< "=k
0 otherwise

where b; is the output and Uy is the change point.
The seasonality function is manifested by the following equation:

L
T(t) = Y (bucos(2x pxin*t/q) (17)

n=1

+dpsin(2xpxinxt/q)

In Equation (17), T(t) is the seasonality function. Here, the time series multiperiod
seasonality method is used. The Fourier series is applied to the daily and seasonal changes.
Therefore, the seasonality function is discussed as:

Ap=[1(t € E1),--- ,1(t € Cu)] (18)

Here, A; indicates the matrix of regresses, E indicates holidays, and 1 represents the
holidays parameter.

Hy = A()! (19)
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In Equation (19), H; indicates holidays and ! indicates a corresponding change in the
forecast. It produces estimates of unknown variables.

[ Start j
|

[Indentify the parameters of the Prophet model}H

l

[Select optimal parameters for the Prophet modej

|

[ Diagnostic checking or Residual checking ]

No

Valid model

[ Checking result for validation and errors j

|
( End )

Figure 3. The flow chart of the Prophet model.

4. Results and Discussion
4.1. Description of Datasets

This section provides the description of the datasets. Table 2 shows the consumer
preference regarding the appliance taken with the reason for selection. The dataset taken
is hourly time series and forecasting was done using Facebook’s Prophet model and
ARIMA model. The energy consumption has unique characteristics. First, the electricity
consumption for the year 2016 was predicted using the ARIMA model. However, to make
use of the ARIMA model, it must be made sure that the data is stationary.

A stationary time series data has its mean, variance, and other statistical properties
constant over a given time frame. The data used here is shown in Table 3. It is a collection
of data from the source [26]. The aforesaid data helps in the visualization and analysis of
the changes. In addition, the future trend of the variables under analysis can be predicted
using Machine-learning Algorithms. The entire dataset used is from smart meter energy
user data from households. It had half-hour time stamps and generated energy data in
kWh/half-hour. This data was comprised of 1 million values, from which our final dataset
of 149,999 were extracted. The dataset used for analysis contained 100,000 values and the
test dataset contained 49,999 values. Table 4 shows the rating of each of the appliances.
A sample of the final data set is shown in Table 5. A total of 24 appliances were taken into
consideration for the analysis.
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Table 2. Preference matrix for different devices.

S.No. Time/Reason Priority
1 00:01-03:00  Fridge A1r. condi- Tubelight Microwave  Sandwich Dishwasher Hair dryer Vacuum Wash{ng Clothes
tioner oven Maker cleaner machine dryer
Reason Fridge is essential for use 24 h a day. The other items are taken according to priorities during the course of the day
2 3:01-6:00 Fridge Auj condi- Tubelight Dish Microwave  Sandwich Hair dryer Vacuum Wash}ng Clothes
tioner washer oven maker cleaner machine dryer
Reason The dishwasher is placed as the fourth priority here. Some people sleep early and wake up early.
3 6:01-9:00 Fridge Tubelight Dish Hair dryer Sandwich ~ Microwave Washllng Vacuum Clothes Auj condi-
washer maker oven machine cleaner dryer tioner
Reason It is time to go to school and office in the morning.
4 9:01-12:00 Fridge Washl-ng Vacuum Clothes Microwave  Sandwich Hair dryer Dish A1r- condi- Tubelight
machine cleaner cryer oven maker washer tioner
Reason People leave home for office by 9:00 a.m. Thereafter, the priority for people at home is to clean the house and wash clothes.
5 1201-15:00 Fridge ~Ciothes  Aircondi- - Microwave - pu oo Hairdryer  vocuum  Washing p o, Sandwich
dryer tioner oven cleaner machine maker
Reason It is lunchtime, so the microwave oven is used. Besides, the ambient temperature is high. So, the air conditioner is also used.
6 1501-18:00  Fridge Dish Auj condi- Tubelight Microwave  Sandwich Washl.ng Clothes Hair dryer Vacuum
washer tioner oven maker machine dryer cleaner
Reason It is time to take an afternoon nap and wake up for tea in the evening
7 18:01-21:00  Fridge Tubelight Microwave Hair dryer Ailj condi-  Sandwich Dishwasher Vacuum Washi.ng Clothes
oven tioner maker cleaner machine dryer
Reason Now, it is time for people to return from the office, take a bath, and use the hair dryer. After dinner they relax using the air conditioner.
8 21:01-24:00  Fridge Tubelight Ahj condi- - Microwave Dishwasher Hair dryer Sandwich Vacuum Washi.ng Clothes
tioner oven maker cleaner machine dryer
Reason Some people return late from the office, and usually have their dinner at 9:00 p.m.
Table 3. A sample of the Smart Grid dataset.
Date: 1 January 2014
Time Energy kWh/Half-Hour
00:00.0 0.488
30:00.0 0.449
00:00.0 0.424
30:00.0 0.439
00:00.0 0.291
30:00.0 0.262
00:00.0 0.308
30:00.0 0.138
00:00.0 0.404
Table 4. Home appliances rating used in households.
S.No. Name of the Appliance Rating (KWh)
1 Fridge 0.2
Tubelight 0.055

Air conditioner 4

2
3
4 Microwave 1.7
5 Dishwasher 1.5
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Table 4. Cont.

S.No. Name of the Appliance Rating (KWh)
6 Hair dryer 1
7 Sandwich maker 1
Vacuum cleaner 1.4
9 Washing machine 0.5
10 Clothes dryer 2.5

Table 5. Consumption dataset from the households.

Date: 4 October 2016

Units of All the Columns Are in kW Except Column 2 in Wh and Column 3 in (Wh/hh)

Time Energy Wh/hh Genneration AC Furnace ](jegl}llat: Fiisitgfllt(;or ]%i:;;g Microwave  Total Load
30:00 8 x 1072 4% 101 578 x107°  953x107% 534x107° 126x107% 1.12x107%2  43x107% 473 x107! 3.1 x 10!

00:00  1.09 x 107! 5.45 x 10! 153x1073  3.64x107"1  552x1073  433x107° 235x107%2 359x107° 445x107% 728 x 107!
30:00 113 x 107! 5.65 x 10 1.85x 1073  418x 107! 550x107% 7444 x107° 23x1072  352x1073 440x107% 626 x 107!
00:00  4.1x107! 205%x 102 1.74x107%  411x107' 556x107% 594x105  34x1073 34x107%  426x107% 7.83x 107!
30:00 5.4x1072 2.7 x 10! 3x107° 1.72x1072 53 x 1072 119%x107%  239x1072  392x107%  441x107° 199 x 10!
00:00  4.30 x 1072 2.15 x 10! 442 x107%  127x107'  542x107%  544x107° 238x1072 381x107% 440x107% 498 x 107!

4.2. Prediction Using the ARIMA Model

The combined dataset is shown in Figure 4, which consists of stationary time series
data from 2014 to 2015. Further, Figure 5 depicts another data from 2014 to 2015. In the
beginning, it was predicted based on the electric consumption for the year 2016 using the
ARIMA model. Before applying the ARIMA model, it must be made sure that the data is
stationary. With the graph plotted in Figure 4, it can be observed that the data is not in
stationary mode. The difference between the present and the previous period gives us the
first differencing value as shown in Figure 6 The obtained values are then plotted to check
if the statistical properties are constant. If they are still not constant, the second differencing
is obtained using the first differencing values.

Total Load Data (kW)

0

-1
1/1/2014 0:00

8/9/2014 0:00

3/17/2015 0:00

Date & Time

—— Actual Complete Data

10/23/2015 0:00

Figure 4. A stationary time series data has its mean, variance, and other statistical properties constant

over the given time frame.
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Original Load data 2014-2015

—
(=]

——Original Load data

Original Load data (kW)
— N W A AN 0O

=]

-1
1/1/2014 0:00 7/20/2014 0:00 2/5/2015 0:00 8/24/2015 0:00 3/11/2016 0:00
Date & Time

Figure 5. Actual load data for 2014-2015.

Figure 6 depicts the data undertaken and the autocorrelation present in the datasets.

The method of differencing needs to be applied, repeatedly, till the data obtained
becomes stationary. The checking of the correlation between the data with its past values is
called autocorrelation. For this, the autocorrelation function plot (ACF) is used. The plot
shows the correlation between various points . The correlation coefficient is plotted on the
x-axis with the number of lags on the y-axis. The ACF plot is mainly used to determine
which one among them is to be used as data.

When differencing is done, the data obtained generally oscillate. This means that the
subject data has achieved the constant values of statistical variables.

That is, the data is now stationary and ready to be worked upon using the ARIMA
model. Subsequent to making the data stationary, the parameters (p, q, d) are as follows:

*  p:order of the AR term;
e  q: order of the MA term, and;
*  d: number of differencing required to make the time series stationary.

In Figure 7, the blue line represents the consumption data of the predicted values
for the year 2016. After extensive computation, these three values were set to be (1,0,4).
Finally, the model was trained on the data relating to the years 20142015 to obtain a
prediction for 2016. The data can be considered as stationary if it has constant amplitude
and oscillates in the given time frame. In the case of signal with noise, The ARIMA model
acts as a filter to extract the data of the signal from the given system. The extracted signal
is then worked upon to carry out future predictions. For fitting the data on the ARIMA
model, it is important to make the data stationary using the differencing technique to obtain
standardized data, as shown in Figure 8.

Autocorrelation

101 ¢
0.8 4
>

0.6 1

0.4 1

|H ‘“‘“mﬂnnnnmnnmﬂ”[“”“|

0.0

0 10 20 30 40

Figure 6. The first differencing applied to data-autocorrelation.
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Figure 7. Autocorrelation present in the datasets.

—— Standardized data

Load Standardized Data
(=)

-4
6

-8
1/1/2014 0:00 7/20/2014 0:00 2/5/2015 0:00 8/24/2015 0:00

Date & Time

Figure 8. The standardized data with a prediction of day ahead.

4.3. Prediction Using the Prophet Model

The electricity consumption data from 2014 to 2015 was used to work out with the
help of the Facebook Prophet Model. The forecast for the data of 2016 was done using the
model’s inbuilt predictions. Figure 5 depicts the data from 2014 to 2015. The model was
trained on this data to predict the electricity data for a later year. Figure 9 summarizes all
the computations carried out in the process. The predicted values are in quite good sync
with the original data, and hence a forecast was made for the year 2016. There could be
certain variations in the actual data of 2016, and a margin of the upper and the lower
bound were created. Figure 9 indicates the trend of the predicted data. Figure 10 shows
the trend exhibited by the predicted data for the electricity consumption for a year; the
seasonality is considered.

The various components of the Prophet model included were weekly, yearly, and daily
components and the trend exhibited by the predicted values. Figure 10 shows the predicted
and actual values for 2016. The values predicted, as shown in Table 6 with the original
2016 data are compared for both the ARIMA and the Prophet model. In case of the Prophet
model, the mean square error is 0.67546 and the mean absolute error is 0.5308. The same is
1.06877 and 0.6239, respectively, for the ARIMA model. It is seen that the root mean square
error and mean absolute percentage error of the Prophet model are significantly less than
those of the ARIMA model. Hence, after comparing the two models, it has been found that
the DR from the Prophet model has better overall performance.
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Lower bound_predictions
——Upper_bound_predictions
9 ——Prophet_forecast
—trend_exhibited

——Total_Load_Data

Load Prediction
W

-3

-5
1/1/2014 0:00 10/28/2014 0:00 8/24/2015 0:00 6/19/2016 0:00 4/15/2017 0:00
Date & Time

Figure 9. Prophet forecast analysis between the actual and predicted data.

Table 7 shows the optimized parameters values of the ARIMA and Prophet models.
The parameters are optimized through a random approach in which a random set is
generated, training the model on the generated model, and finally making predictions.
The set of parameters that gives the highest prediction accuracy is selected.

Facebook’s Prophet Model is selected for carrying out DSM in the subject research.
The data was fed to the appliances at home and the appliances were switched off one-by-
one on the basis of priority of usage. Figure 11 shows the DSM on the predicted values.
The demand response was carried out between the total load and the generated electricity.
For the DSM, the difference between the original and the predicted values of the year 2016
are calculated and presented, as shown in Figure 12. The trend, over different time lengths,
shown in Figure 13, can be useful for controlling the electric consumption of the appliances
in households.

Table 6. Performance comparison of the ARIMA and Prophet model for different evaluation parameters.

Model MSE RMSE MAE MAPE
ARIMA 1.06877 1.03381 0.6239 1.1932
Prophet 0.67546 0.82186 0.5308 1.0399

Table 7. Optimized parameters for the ARIMA and Prophet model.

SN Model Parameters

1 ARIMA P(A =4), Q(Integration = 1), d(differences = 1)

2 Prophet T(Trend = 1.4), S(seasonality = 4), H(holiday = 1)
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12
—— Actual load data

10 —— Predicted load data

Load data (kW)

-2

1/1/2016 0:00 4/10/2016 0:00 7/19/2016 0:00 10/27/2016 0:00
ate & Time

Figure 10. Comparison between real data and predicted data for the Facebook Prophet Model.

——Predicted load data(2016)

——Load after DSM

Load (kw)
&

-0.5
1/1/2016 0:00 4/10/2016 0:00 7/19/2016 0:00 10/27/2016 0:00
Date & Time

Figure 11. Demand side management on the predicted data.

——Difference

-2

4

Difference (kW)

-6

-8
-10

1/6/2016 0:00 7/24/2016 0:00 2/9/2017 0:00
Date & Time

Figure 12. The difference between actual and predicted data.
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Figure 13. Charts (top to bottom): Trend, weekly, yearly and daily-datasets used in the Prophet model.

5. Conclusions and Future Scope

The forecasting of demand and supply of electrical energy is essential and critical in
achieving efficiency and economy in the running of an SG. The time-series data available
for the purpose in a real-life situation is, at times, discontinuous. The same has to be the
basis for a forecast in the absence of alternatives. The ARIMA model is seen to provide
a good forecast if the data provided is complete. However, it is also very expensive, as
its computation requires computer systems with memory and computational speeds of
a very high order. The Prophet model, while offsetting all the above limitations of the
ARIMA model, generates a reliable forecast even in the absence of a few values in the data.
Therefore, the Prophet model is preferable compared to ARIMA in real time data.

In this paper, we used households datasets that consist of 10,00,000 records. Due to
the large datasets, we used ARIMA and Prophet for higher accuracy and lower error rate.
Further, due to the unavailability of the datasets of different years, the performance of the
Prophet can not be checked. However, it may give better results in next year prediction.
In future works, we need to explore more time series prediction models in real time.
In addition, we need to explore optimization algorithms for tuning the parameters of
the models.
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