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Abstract: Irregular cavity volume measurement is a critical step in industrial production. This tech-
nology is used in a wide variety of applications. Traditional studies, such as waterflooding-based
methods, have suffered from the following shortcomings, i.e., significant measurement error, low
efficiency, complicated operation, and corrosion of devices. Recently, neural networks based on the
air compression principle have been proposed to achieve irregular cavity volume measurement. How-
ever, the balance between data quality, network computation speed, convergence, and measurement
accuracy is still underexplored. In this paper, we propose novel neural networks to achieve accurate
measurement of irregular cavity volume. First, we propose a measurement method based on the air
compression principle to analyze seven key parameters comprehensively. Moreover, we integrate the
Hilbert–Schmidt independence criterion (HSIC) into fully connected neural networks (FCNNs) to
build a trainable framework. This enables the proposed method to achieve power-efficient training.
We evaluate the proposed neural network in the real world and compare it with typical procedures.
The results show that the proposed method achieves the top performance for measurement accuracy
and efficiency.

Keywords: volume measurement; FCNN; HSIC; BP

1. Introduction

Irregular cavities are one of the main parts produced by equipment manufacturing
enterprises, and their volume is a key indicator of product production quality. Accurate
and efficient measurement of the irregular cavity volume ensures various industrial pro-
duction performance indicators and production quality [1]. However, it is difficult to
use traditional methods to measure volume in many applications, such as in automobile
engine combustion chambers, liquid storage tanks, supercharging devices, and vacuuming
devices [2,3]. The traditional ways use the water injection process to measure irregular
volume. These methods rely on hand-crafted techniques, which are labor intensive, have
low measurement efficiency, and cause significant errors.

1.1. Related Work

Besides the traditional water-injection-based methods [4], the laser measurement
method, orthogonal double-grating method [5], air pressure method [6], audio measure-
ment method [7], and ultrasonic measurement method [8] have been reported by recent
studies. These measurement methods have the following shortcomings: (1) complex hard-
ware system, (2) high technical difficulty and low measurement efficiency, (3) significant
error, and (4) complicated operation. These limitations hinder the volume measurement
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methods applied in the actual production. This paper provides new technologies for intel-
ligent non-destructive measurements of the volume of irregular cavity components. The
proposed technologies can significantly improve the volume measurement accuracy of
irregular cavity components and alleviate the influence of human factors.

Recently, inspired by the success of the neural networks, many machine-learning–
powered methods have been proposed for irregular volume measurement, such as in [9,10].
The neural network includes two processes, forward propagation and back propagation.
Forward propagation aims to output the predicted value and the loss value [11]. In
contrast, back propagation is based on the gradient descent algorithm and assigns the
loss value to each neuron, changing each neuron’s corresponding weight, threshold, and
loss [12]. However, in the real-world application of irregular volume measurement, the
back-propagation techniques in most existing methods are very time-consuming and
require a large amount of data. These methods with “garbage in” may face gradient
disappearance and explosion problems. Furthermore, these methods explore learning rates
and other hyperparameters based on the prior human experience [13,14].

More recent, how to balance training efficiency and measurement accuracy remains a
challenge for most existing neural networks. This is because insufficient samples collected
in the real world cannot meet the training requirements of the deep neural networks.
The Hilbert–Schmidt independence criterion (HSIC) is proposed for training deep neural
networks, and current studies have reported the extensions [15,16]. These methods show
that the HSIC is comparable to cross-entropy-based back-propagation methods on popular
classification datasets. These systems aim to make outputs different from classification
labels. A single layer is used to train with SGD (without back propagation) to reformat the
information, further improving the training efficiency of the model. HSIC-based methods
successfully avoid the vanishing and exploding gradients of back propagation and achieve
a fast convergence speed, strong generalization ability, and simple calculations [17].

1.2. Contributions

To solve the above problems, especially the challenges in real-world applications, we
analyze the structural characteristics of irregular cavities and propose neural networks
based on micro-compressed air for volume measurement. We design a corresponding
measurement system and achieve the fast and accurate measurement of irregular cavity
volume based on the proposed neural networks. We design the neural network based on
fully connected neural networks (FCNNs), resulting in the advantages of a high training
efficiency, low requirements for input data, and no restrictions. Powered by the FCNNs
and the HSIC, the proposed method achieves leading performance in real-world volume
measurement applications.

The main contributions of the paper are presented as follows:

(1) We design a micro-compressed air method to collect parameters related to the irreg-
ular cavity volume. To ensure that the read-to-measure parts are not damaged, the
closed atmospheric air in the irregular cavity parts is slightly compressed, and the
measurement parameters are collected.

(2) We propose a method to analyze the main controlling factors affecting the volume
detection of irregular cavity parts. We screen seven main characteristic parameters:
pressure, temperature, humidity, gas equilibration time, etc. We carried out linear
and nonlinear correlation analysis, feature selection, and normalization processing for
the characteristic parameters. On this basis, we establish an irregular cavity volume
measurement model based on FCNNs and the HSIC.

(3) During the training process, we propose a new training scheme based on the HSIC.
This method solves the challenges existing in the traditional BP-based methods. This
method can reduce the error as much as possible and make the predicted value closer
to the ground truth.

(4) We conduct extensive experiments to evaluate the proposed neural network. We build
a dataset for irregular volume measurement. The samples are collected in real-world
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applications. The results show the effectiveness and outperformance of the proposed
method.

The paper is organized as follows. Section 2 presents a volume measurement method
based on the micro-compressed air. Section 3 details the technology of the proposed neural
network. Section 4 presents the experimental results and discussion. Section 5 concludes
the paper and gives future study directions.

2. Preliminary

According to the ideal gas equation of state [18], the mass of the gas is conserved when
the gas of a fixed group is in equilibrium. Its pressure, volume, and temperature have the
following relationship:

PV = ZmRT (1)

where P is the pressure of the gas (Pa), V is the volume of the gas (mL), Z is the compression
coefficient of the gas (dimension is 1), m is the mass of the gas (mol), T is the temperature
of the gas (K), and R is the gas constant (R =8.31 J/(mol·K)).

The detection principle is shown in Figure 1.
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Experimental process:

(1) Under the environment of normal temperature and pressure, the parts of the irregular
cavity to be tested are filled with air of normal pressure;

(2) Seal the air in the irregular cavity components to be tested. Record the ambient
atmospheric pressure P1, the stable differential pressure P2 of the gas in the cavity of
the component to be tested, and the temperature T2;

(3) The precision piston is controlled to extend completely into the cavity of the part to
be tested, and the gas is slightly compressed. The volume of the piston completely
entering the irregular cavity part to be tested is recorded as V0;

(4) After thermodynamic equilibrium is achieved, experimental data are recorded includ-
ing the ambient atmospheric pressure P′1, the stable differential pressure P′2 of the
gas in the parts, and the temperature T′1;

As shown in Figure 1, under normal pressure, the air inside the irregular cavity
is referred to as Vx, the pressure is (P2+ P1), and the temperature is T1. After micro-
compressing the seal and setting the volume V0, the air volume is (Vx −V0), the pressure
is

(
P′2 + P′1

)
, and the temperature is T′1. The state equation after micro-compression is as

follows:
(P2 + P1)Vx

T1
=

(
P′2 + P′1

)
(Vx −V0)

T′1
(2)

where Vx is the volume of the irregular cavity part to be measured. It can be deduced from
the above formula:

Vx =

(
P′2 + P′1

)
T1(

P′2 + P′1
)
T1 − (P2 + P1)T′1

V0 (3)

According to Equations (2) and (3), the volume of the component to be tested is directly
related to the atmospheric pressure, and the pressure and temperature before and after
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the micro-compression of the air inside the component. In addition, Table 1 and Figure 2
illustrate that the volume is also related to the time it takes for the air in the component to
reach equilibrium after being compressed.

Table 1. Effect of gas equilibration time on volume detection, where V0 is the actual value of the
volume, V-15 is the volume value detected when the gas equilibration time is 15 s, and V-20 and V-30
are also similar.

Group V0
mL

V-15
mL

V-20
mL

V-30
mL

1 2326 2326.16 2323.62 2327.63
2 2326 2318.77 2322.04 2326.60
3 2326 2320.37 2321.49 2325.88
4 2326 2321.07 2322.45 2325.59
5 2326 2321.78 2321.84 2326.32
6 2326 2319.85 2322.10 2325.80
7 2326 2322.14 2321.98 2325.99
8 2326 2321.99 2322.51 2325.66
9 2326 2324.02 2323.65 2326.01
10 2326 2319.89 2321.21 2325.45
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Table 1 and Figure 2 show that the detection volume is closer to the actual value as the
equilibration time becomes longer. However, the testing time should not be too long. If the
test time is prolonged, the pressure of the gas in the irregular cavity components is easily
affected by temperature changes. In addition, the gas temperature and pressure inside the
container tend to increase with the temperature of the environment, which makes the data
change constantly. Therefore, the equilibration time was taken as 30 s.

Experiments show that environmental factors such as humidity and atmospheric
pressure also bring some deviations to the gas state equation, just like temperature. This
has a specific influence on the accuracy and stability of cavity volume detection. There is a
complex relationship between these parameters and the cavity volume of the component
under test, which is a nonlinear problem. As shown in Table 2, this paper uses atmospheric
pressure, humidity, and other characteristic indicators as the input characteristic param-
eters of the volume prediction model of irregular cavity components, according to the
experimental results.
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Table 2. Input characteristic parameters of irregular cavity components.

Number Feature Parameters

1 Atmospheric pressure
2 Atmospheric humidity
3 Temperature before micro-compression
4 Stable differential pressure before micro-compression
5 Temperature after micro-compression
6 Stable differential pressure after micro-compression
7 Gas equilibration time

3. Method

A neural network is a mathematical or computational model that mimics the structure
and function of biological nerves [19]. It is used to estimate or approximate a function. A
fully connected neural network is one of the connection methods, including input, hidden,
and output layers [20–24]. An FCNN has a solid nonlinear fitting ability and can approach
reality with high fitting accuracy [25]. However, its gradient descent algorithm is time-
consuming and memory-intensive due to the constant search for suitable hyperparameters.
The training time is longer, and the generalization effect is poor. This paper used the
HSIC algorithm to replace the gradient back-propagation algorithm of the neural network.
Compared with the traditional gradient back-propagation algorithm, its convergence speed
and accuracy were significantly improved, and it had a strong generalization ability. At
the same time, the amount of computation and memory footprint was greatly reduced.
Therefore, this paper proposes a volume prediction model for irregular cavity parts based
on FCNN and HSIC algorithms.

3.1. Preprocessing of Feature Data for Volume Prediction of Irregular Cavity Parts

To improve the training efficiency and prediction accuracy of the network, it is nec-
essary to normalize the original data. Predicted values were denormalized to compare
experimental results. There are two main methods of data normalization: maximum
value normalization and mean-variance normalization [26]. The calculation formula of the
maximum value normalization is shown as follows:

xnorm =
x− xmin

xmax − xmin
(4)

The principle of maximum value normalization is that all data are mapped between
0–1, suitable for cases where the data distribution has apparent boundaries. It is susceptible
to outliers, which contribute to the overall skewness of the data. The calculation formula of
the mean-variance normalization is shown as follows:

xnorm =
x− xmean

σ
(5)

where σ is the standard deviation of all sample data. Mean-variance normalization methods
can adjust the data to a distribution with a mean of 0 and a variance of 1. It is not easily
affected by outliers and is suitable for situations where the data distribution has no apparent
boundaries and there are outliers. In this study, the maximum-minimum processing method
is chosen. Since the value of “0” in the traditional method tends to have a more significant
impact on the results, this paper improved the normalization method of the maximum
and minimum values. The original data of the irregular cavity component volume was
preprocessed, and the model’s predicted value was reversely preprocessed. The calculation
formula of the data preprocessing method is shown as follows:

xnorm =
(0.8− 0.2)× (x− xmin)

xmax − xmin
+ 0.2 (6)
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The calculation formula of the reverse preprocessing method is shown as follows:

x =
(xnorm − 0.2)× (xmax − xmin)

0.8− 0.2
+ xmin (7)

where x is the original data of the irregular cavity component volume, xnorm is the normal-
ized data of various types, and xmax and xmin are the maximum and minimum values of
various features of the original data, respectively.

3.2. Establishment of the Volume Prediction Model of Irregular Cavity Components with Fully
Connected Neural Network

Similar to the BP neural network structure, the FCNN performs a weighted summation
of the input components and selects the corresponding activation function. Before con-
structing the volume prediction model, the basic parameters of the network are determined
according to the characteristics of the network, such as activation function, number of
neurons, number of network layers, learning rate, training step size, number of training
times, and optimizer. The number of neurons has a significant impact on the learning and
fitting capabilities of the model. Too few neurons and hidden layers make the model not
capable enough to learn to mine the hidden features of the volume information of the parts.
On the contrary, too many numbers make the model redundant, making it difficult to train
or even overfit. Therefore, the basic parameters of the neural network need to be adapted
to the research object.

Compared with the traditional neural network, the FCNN emphasizes the depth of the
model. There are usually multiple hidden layers. This paper constructed a neural network
with one input layer and one output layer, and its internal structure is shown in Figure 3.
The selected 7 feature indicators helped determine the number of input neurons of the
model to be 7 to match the preprocessed data. According to the Kolmogorov theorem and
Hecht-Nielsen theory, the number of layers and nodes of the hidden layer is determined by
the trial-and-error method. The final number of hidden layers was 5, and nodes were 32,
64, 128, 64, and 32. The model’s output is the predicted value of the volume of the irregular
cavity components. The neurons in the output layer were set to 1, and the neural network
topology was 7, 32, 64, 128, 64, 32, and 1.
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The neural network training function adopts a gradient optimization method with an
adaptive learning rate momentum factor. The activation function between the input and
hidden layers is a sigmoid function, and the activation function between the hidden layer
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and output layer is a tanh function. The activation function between hidden layers is a
leaky linear rectified unit (LeakyReLU) with a negative gradient. The initial model training
step size was set to 10,000, and the amount of data (batch size) fed into the network for
training was set to 32.

The mean absolute error (MAE) is used to test the gap between the model’s prediction
and the actual value based on the loss function [27,28]. The mean absolute error (MAE) is
the loss function generated by the running of the model, and the calculation formula is
shown in Equation (8):

MAE =
∑n

i=1

∣∣∣yi − yp
i

∣∣∣
n

(8)

where yi and yp
i are the actual volume value and the predicted value of the model, respec-

tively, in milliliters, and n represents batch size.

3.3. HSIC Bottleneck Method

In this paper, the HSIC bottleneck method was adopted to replace the gradient back-
propagation algorithm of the FCNN to avoid the problems of inefficiency and poor general-
ization of FCNNs [24]. The loss function has to be built to maximize the mutual information
between the output and the label and minimize the mutual dependence between the input
and output. In this way, the output can be predicted with the fewest input features, making
the features of the hidden layer more efficient. This improved neural network training
method is beneficial in preventing overfitting and improving generalization.

Traditional neural network training methods require using mutual information theory
in the information bottleneck (IB). The IB principles encapsulate the concept of minimum
sufficient statistics. It expresses the relationship between the information required for an
optimally balanced prediction output and the information retained about the input. The
optimal solution can be obtained by:

min
pTi |X

,pY|Ti

I(X; Oi)− βI(Oi; Y) (9)

where X and Y represent the input and label respectively, Oi represents the output in the
ith hidden layer, β represents the Lagrangian multiplier, I(X; Oi) represents the mutual
information between X and Oi, and I(Oi; Y) represents the mutual information between Oi
and Y. It can be seen from the formula that the IB mainly retains the output information of
the labels in the hidden layer when compressing the input data features.

In practice, the IB is difficult to calculate due to a number of reasons. If the input
signal is continuous, the mutual information I(X; Oi) is infinite unless a noise signal is
added to the network. Therefore, many algorithms bin the input data, which does not
expand the data to high dimensions. However, this will result in different results due to
different binning rules. Additional influencing factors are the differences between discrete
and continuous data, and between discrete data and differential entropy. This study uses
the HSIC instead of mutual information, as in the IB principles. Unlike mutual information
estimation, the HSIC adopts a robust calculation method for time complexity O(l2), where
l represents the number of input data.

The HSIC bottleneck is formed as follows. We introduce the cross-covariance operator
in RKHS and defined HSIC as the Hilbert–Schmidt norm of the cross-covariance operator.
Let x and y be two random variables, and extract samples (x, y) from the probability density
functions of x and y. Define two nonlinear maps ϕ : X→ H,ψ : Y→ G. F and G represent
the RKHS of x and y, respectively, and the corresponding kernel functions of x and y are:

k
(
x, x′

)
=

[
ϕ(x),ϕ

(
x′
)]

, x, x′ ∈ X (10)

l
(
y, y′

)
=

[
ψ(y),ψ

(
y′
)]

, y, y′ ∈ Y (11)
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The cross-covariance operator Cxy : G→ H for ϕ : X→ H and ψ : Y→ G is defined
as:

Cxy = Exy

(
(ϕ(x)− µx)⊗

(
ψ(y)− µy

))
(12)

where⊗ represents the tensor product, and µx = Exϕ(x), µy = Eyψ(y), and Ex, Ey, Exy rep-
resent mathematical expectations. HSIC is defined as the Hilbert–Schmidt norm squared:

HSIC
(
Pxy, H, G

)
= ‖ Cxy ‖2

HS

= Ex x′ y y′(k(x, x′)l(y, y′)) + Ex x′(k(x, x′))Ey y′(l(y, y′))

−2Exy

(
E x′(k(x, x′))E y′(l(y, y′))

) (13)

where Ex x′ y y′ represents the joint mathematical expectation of (x, y) and ( x′, y′). For a
pair of data Z = {(xi, yi) |i = 1, · · · , n}, the empirical estimate of HSIC is:

HSIC(Z, H, G) =
1

(n− 1)
tr(KHLH) , HSIC(K, L) (14)

where tr(·) represents the trace operation of the matrix, K, L ∈ Rn×n represent the kernel
matrix of Kij = k

(
xi, xj

)
and Lij = l

(
yi, yj

)
, respectively, H = I− 1

n 11T ∈ Rn×n is the
centering matrix, and 1 ∈ Rn is the all-one vector.

In an FCNN composed of h hidden layers, the dimension of the output matrix is
(1, di), where i ∈ {1, . . . , h}, and di represents the number of units in the ith hidden layer.
The size of the hidden layer output matrix of each batch is (b, di), where b is the batch size.
When applying IB principles to calculate the objective function, HSIC is used instead of
mutual information:

Z∗i = argmin
Zi

HSIC(Zi, X)− βHSIC(Zi, Y) (15)

where M is the input data, N is the label data, and β is the Lagrangian multiplier. According
to Equation (14), the terms of the HSIC in Equation (15) can be obtained as:

HSIC(Zi, M) =
1

(n− 1)
tr
(
KZi HKMH

)
(16)

HSIC(Zi, N) =
1

(n− 1)
tr
(
KZi HKNH

)
(17)

Equations (15)–(17) show that the optimal output Z_i finds a balance between redun-
dant information independent of the input and maximum correlation with the output.
Ideally, when Equation (14) converges, the information needed to predict the labels is
preserved, eliminating redundant information that leads to overfitting.

4. Experiments
4.1. Experimental Settings

The project was built under TensorFlow and Keras frameworks. For fair comparison
and comprehensive evaluation, we followed the popular experimental settings. First, we
set the same parameters for the methods based on traditional BP training and non-BP
training. Next, we tested the convergence speed and final prediction results under different
learning rates. Finally, we compared the proposed model with state-of-the-art models using
the same hyperparameter settings to analyze the performance.

This paper aimed to improve the performance of the proposed model in real-world
applications. We designed a highly adaptable irregular cavity volume database by analyz-
ing data types. We set the characteristic parameters that affect the volume of the irregular
cavity to be measured as the training of the model, and the output variable is volume. In
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the real-world production process, we collected 2718 sets of samples, shuffled the order,
and took 2000 sets as the training set, 360 sets as the validation set, and the remaining
358 sets as the test set.

4.2. Ablation Studies

To evaluate the contribution of the proposed different components to the system, we
compared the results of different methods, including FCNN with HSIC, FCNN without
HSIC, and SVM. According to the popular training setting, the Lagrangian multiplier of β
in HSIC was set to 80.

Many ablation experiments are conducted under different parameter settings. We
found the best scheme to integrate the non-BP algorithm into the proposed framework. The
experiments set a batch size of 32 and a learning rate of 0.006. The proposed HSIC can train
each layer individually, enabling individual optimization and parallel computation of each
layer without passing forward gradients. To evaluate the proposed non-BP algorithm, we
evaluated the accuracy and loss values of the proposed method and traditional BP training
methods, as shown in Figures 4 and 5.
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Figure 5. Loss curve: comparison of proposed non-BP and BP algorithm in the training process.

Figure 4 shows that the traditional BP-based method did not reach convergence at
10,000 iterations, whereas the proposed method achieved convergence at 3000 iterations.
The accuracy of the proposed method reached 0.9912, which is higher than that of the
BP-based network. Figure 5 shows the variation of the loss function of the proposed method
(MAE, red) and the traditional BP-based method (green) with the results of each iteration.
It can be seen that the proposed algorithm achieved convergence at 3000 iterations and had
higher accuracy. The proposed neural network performed better than traditional methods
for irregular volume measurements.
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During the training process, as the number of training steps increases, the MAE value
output by the model drops sharply, and the change curves of the loss functions of the
training set and the validation set are shown in Figure 6.
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Figure 6. The loss curves of the training and validation sets.

Figure 6 shows the results of the training set loss function (MAE, blue) and validation
set loss function (red) of the fully connected neural network and HSIC model with each
iteration. During the training process, the loss value kept decreasing as the training
progressed, especially in the first 2500 iterations where the loss value decreased rapidly.
Then, the decreasing trend slowed down significantly. At 3000 iterations, the model reached
a convergence state, and the loss value was 0.135. Ultimately, the training and validation
loss functions were almost equal, remaining stable at 5.0 × 10−3. The loss value showed
a slow upward trend in the validation set at the 4300th iteration and finally stabilized
after 5000 iterations. In addition, it can be seen that the model stops after 10,000 iterations,
indicating that the comprehensive performance of the model is better.

As shown in Tables 3 and 4, when the learning rate was 0.006, the value of MAE was
the smallest, and when 6 layers of neural networks were selected, the amount of calculation
and the value of MAE were the smallest.

Table 3. Values of the MAE.

lr 0.0005 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008

MAE 0.011 0.010 0.009 0.007 0.006 0.006 0.005 0.006 0.006

Table 4. MAE under different settings.

Layers Parameters MAE

4 4096 1.112
6 20,480 0.005
8 86,016 0.005

Many nonlinear functions are used as activation functions in deep neural networks.
We tested the performance using the elu, tanh, and relu functions as activation functions, as
shown in Figure 7. It can be seen that the results were almost the same when using the tanh
and the elu functions as activation functions. Although the accuracy curve was stable, the
accuracy could not improve significantly as the number of iterations increased. The model
was stuck in a local optimum, which was not as good as the results obtained with the ReLU
function. When the ReLU function was used as the activation function, the accuracy curve
was flat when it was stable, and the accuracy was significantly higher than the other two
groups.

The learning rate directly affects how fast the model can converge to a local minimum
(i.e., achieve the best accuracy). The larger the learning rate, the faster the neural network
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learns. The network may become stuck in a local optimum if the learning rate is too low.
However, the loss stops falling beyond the extreme value and repeatedly oscillates at a
specific position. We tested the training performance of the proposed algorithm at different
learning rates, and the results are shown in Figure 8. The models converged at almost the
same rate when the learning rates were 2.0 × 10−3 and 6.0 × 10−3. The model performed
best when the learning rate was set to 6.0× 10−3. The model converged significantly slower
when the learning rate was set to 5.0 × 10−4. Therefore, for better accuracy and latency, we
determined the optimal learning rate to be 6.0 × 10−3.
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Figure 8. Accuracy under different learning rates.

4.3. Comparison and Application

We compared the proposed method with the FCNN [29] and SVM [30] on the collected
dataset. The learning rate was set to 6.0 × 10−3, and the batch size was 32, as shown in
Figure 9. It is obvious that the proposed method converged faster than other methods.
Compared with BP-based methods, the proposed method powered by the HSIC separated
hidden signals in individual neuron representations, suggesting that the HSIC helps the dis-
tribution of extracted features achieve more independence and more accessible association
with their labels.

The running time of the proposed techniques and the final results on the test set
are shown in Table 5. The results show that the proposed model balanced accuracy and
efficiency.

Table 5. Comparison of different methods on the collected dataset.

Method Per Step CPU Time Accuracy in Test Set

SVM 0.326125 s 0.76
FCNN 0.576233 s 0.85

Proposed 0.176329 s 0.99
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5. Conclusions

In this paper, to solve the challenges in the manual detection of irregular cavity volume
measurements, i.e., manual detection is labor-intensive, low efficiency, and easy to corrode,
we proposed neural networks for measuring irregular cavity volume based on micro-
compressed air. A new dataset was established for the irregular cavity data collected
in the production environment after data processing to improve the detection accuracy
and reduce the influence of external environmental factors. The proposed method was
motivated by FCNN and HSIC. After training, testing, and validation, we analyzed many
experimental results. The experimental results show that the proposed method has a good
effect on predicting irregular cavity volume, and the curve of accuracy and loss value is
stable. The proposed model finally converged stably and achieved an accuracy of 0.9912
on the validation set. The proposed model has certain practicability and provides a new
reference for studying irregular cavity volume measurement. The proposed method can
achieve batch-to-batch consistency and product stability in industrial production. The
results show that the proposed technologies have a good application prospect.

In a future study, we will introduce a feature fusion scheme to extract more discrimi-
native features. This will enable the proposed system to reduce measurement errors. Next,
we will design new loss functions to achieve a balance of fast convergence and improved
accuracy.
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