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Abstract

:

Poisson pulse sequence generators are quite well studied, have good statistical properties, are implemented both in software and hardware, but have not yet been used for the purpose of authentication. The work was devoted to modeling authenticators of information-processing electronic devices by creating a bit template simulator based on a Poisson pulse sequence generator (PPSG). The generated templates imitated an important property of real bit templates, which reflected the physical uniqueness of electronic devices, namely Hamming distances between arbitrary template pairs for the same device were much smaller than the distance between arbitrary template pairs for two different devices. The limits of the control code values were determined by setting the range of the average frequency values of the output pulse sequence with the Poisson distribution law. The specified parameters of the output pulse sequence were obtained due to the optimization of the parameters of the PPSG structural elements. A combination of pseudo-random sequences with the control code’s different values formed the bit template. The comparison of the Hamming distance between the standard and real-time templates with a given threshold value was used as a validation mechanism. The simulation experiment results confirmed the unambiguous authentication of devices. The simulation results also showed similarities with the real data obtained for the bit templates of personal computers’ own noise. The proposed model could be used for improving the cybersecurity of a corporate network as an additional factor in the authentication of information-processing electronic devices for which the measurement of noise with the required accuracy is not possible or significantly difficult.
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1. Introduction


The ability to authenticate electronic information-processing devices based on their unique characteristics attracts the attention of researchers who work to ensure the cybersecurity of information systems. The uniqueness of electronic devices at the physical level makes it possible to carry out authentication using various methods, namely physically non-cloneable functions for the Internet of Things (IoT) [1,2], error vector trajectories of the Global System for Mobile Communications (GSM) mobile phone signals [3], the spectrum of noise in the signal of radioactivity sensors [4], spontaneous electromagnetic radiation from operating mobile phones, light-emitting diode (LED) screens, laptops [5], wireless fidelity transmitters [6], etc. Authentication accuracy depends on the chosen method and conditions of experiments, but usually does not reach 100 percent.



The implementation of the idea of authentication by individual characteristics is based on a preliminary measurement of a physical quantity; for example, electromagnetic interference from operating units of the device, the so-called internal electrical noise. The method of authentication for electronic information-processing devices (personal computers) by the individual forms of correlograms of their internal electrical noise is known [7]. The device authenticator—noise bit template—is calculated from the normalized autocorrelation function of noise. In the future, bit templates could be compared with each other using the selected metric; this is the Hamming distance in the simplest case. An important property of the bit template set, obtained from sequential measurements of the internal noise of a single device, is their closeness in the sense that the Hamming distances between possible pairs of bit templates are small, while the distances between pairs of templates for different devices are much larger. This makes it possible to reliably distinguish these devices, i.e., to authenticate them. The reference templates from each electronic device are pre-recorded on the server. During authentication, the device presents a real-time template, which is compared with a reference template. Authentication is confirmed if the distance between templates is less than a threshold value for the claimed device. Bit template variations provide dynamic authentication because the templates do not repeat exactly, and thus the authenticator reuse attack is eliminated. There are known experiments, a result of which made it possible to authenticate stationary personal computers of the same series with an accuracy of 98.6% [8].



An integrated sound card can be used to measure the internal noise of computers. Usually, noise bit templates of desktop computers are stable over time. For laptops the situation is slightly different. If the laptop gets into a location with a strong external electromagnetic field that significantly affects the internal noise of the laptop, then authentication errors occur [8]. In addition, not all electronic information-processing devices have integrated ADCs, for example, many microprocessors do not have an integrated ADC. For them, the use of internal noise as a sign of authentication is not possible. Therefore, in this study, the problem of modeling authentication features based on Poisson pulse sequence generators was formulated.



Generators of random or pseudo-random pulse sequences have been used for a long time to solve a wide range of problems in science and technology. Almost all standard program libraries have the embedded generators of pseudo-random sequences, which users could utilize. One of the most important generators is the Poisson pulse sequence generator (PPSG). These generators are widely used in different branches of techniques for simulating different processes that have a random temporal and spatial nature [9], for sociological and scientific research [10,11]. Such generators are effectively used to solve cybersecurity problems [12,13], to simulate the output signals of dosimetric detectors when designing them, and testing devices for measuring the parameters of ionizing radiation [14,15,16,17,18,19], because the number of radioactive decay particles detected by the detector over a period of time is subject to the Poisson distribution law.



In recently published works quite effective principles of realization of software and hardware PPSG are presented. Their structures, based on the use of pseudo-random number generators (PRNGs), were proposed [20,21,22,23,24,25,26,27] and methods for assessing the quality of their output signals were developed [28,29,30,31]. In this case the effectiveness of the possible application of the PPSG significantly depends on the quality of the designed generator and on the main characteristics of its output sequence.



The aim of this study was to model bit templates for the authentication of electronic information-processing devices based on a Poisson pulse sequence generator. The following tasks were solved to achieve this aim.



	
Optimization of the parameters of the PPSG’s structural elements in order to obtain the specified parameters of the output pulse sequence. Definition of the limits of control code values, specification of the range of values of the average frequency of the output pulse sequence, which corresponds to Poisson’s law of distribution.



	
The bit template simulator was proposed based on the Poisson pulse sequence generator. Bit sequences with given characteristics were the result of the simulator.



	
The simulation experiment was carried out to test the required properties of bit templates.






In this research, based on previously obtained results concerning Poisson pulse sequence generators and the development of the control code theory, the needed sequences were programmatically generated. Sample device bit templates were simulated based on these sequences and authentication was also performed programmatically. The examination consisted of calculating pairs of possible Hamming distances between the templates of the same device (intradistances) and for different devices (interdistances) and comparing them one with another.



Comparing the set of intradistances with the set of interdistances confirmed the main idea, that the generated templates could be unmistakably classified as being related to different devices. The threshold of distances was determined, according to which classification was made for specific parameters of the PPSG.



In this research the Poisson Pulse Sequence Generator was used for the first time to create device authentication templates based on the principle of biometrics. Compared with the best practices, which were using the measured values—electromagnetic radiation, internal electrical noise—the proposed method had several advantages. Benefits included 100% authentication, significantly more devices, and no time delay for measurements.




2. Materials and Methods


2.1. Structural Scheme PPSG and the Principle of Its Operation


The generator [16,17,18], whose structural scheme is illustrated in Figure 1, consisted of a modified additive Fibonacci generator (MAFG), which contained registers Rg1–Rg5, adders Ad1–Ad3, logical scheme LS, as well as a comparing scheme CS and logical element &. All the structural MAFG elements, except LS, worked in binary-decimal code.



On MAFG output, e.g., on Rg5 output, a sequence of pseudo-random numbers was formed in accordance with the following expression:


   x  j + 1   =  (   x j  +  x  j − 1   +  x  j − 2   +  x  j − 3   + a  )  m o d m  



(1)




where    x j   ,    x   j - 1     ,    x   j - 2     ,    x   j - 3      are the numbers in registers Rg4, Rg3, Rg2, Rg1, correspondingly,   m =   10  q   , and  q  is the number of decades of the scheme’s structural elements. The value of the variable a is determined by the logical equation


  a =  (   a   0 0    ⊕  a   0 1    ⊕  a   0 2    ⊕  a   0 3     )  ⊕ … ⊕  (   a  q −  1 0    ⊕  a  q −  1 1    ⊕  a  q −  1 2    ⊕  a  q −  1 3     )   



(2)




where    a   i j         (  i = 0 , 1 , 2 , 3 ;     j = 0 , 1 , … , q − 1  )    is the value of bits of the binary-decimal number in Rg5. The number of members of Equation (2) can be selected from the range   0 … 4 ⋅ q  .



The theoretical average value of the pulse frequency at the PPSG output is determining from the following Equation [16]:


   f  o u t   =  G    10  q     f m   



(3)




where G is the control code,   f m    is the clock pulse frequency.




2.2. Output Signal Parameters and Internal Parameters of the Generator and Their Relationship


The main parameters of the output pulse sequence were as follows:




	
average value of frequency    f  o u t    ;



	
value range of    f  o u t    ;



	
step of frequency    f  o u t     changing −  Δ  f  o u t    ;



	
the repetition period of the pulse sequence;



	
compliance of the pulse sequence with the Poisson distribution law.








The parameters of the output pulse sequence were determined by the following internal parameters of the generator (Figure 1):




	
the number of decades of the MAFG structural elements;



	
initial settings of the registers Rg1–Rg5;



	
number of members of Equation (2) involved in the implementation of the logic scheme LS.








The three internal parameters were clearly defined:




	
the repetition period of pseudo-random numbers in the output of the MAFG register (Rg5 output);



	
statistical characteristics of the number sequence of the MAFG output.








Based on the principle of PPSG construction, it could be argued that the repetition period of the output pulse sequence was equal to the repetition period of numbers in the MAFG output.



The repetition period and statistical characteristics of the sequence of numbers in the MAFG output determined the compliance of the output PPSG pulse sequence with the Poisson distribution law. However, that compliance significantly depended on the average frequency of an output sequence    f  o u t    , whose theoretical value was determined by Equation (3) and, therefore, depended on the correlation between control code value G and value     10  q   . In fact, when value G was approaching the value     10  q   , then    f  o u t     was approaching the clock frequency    f m    and, under such conditions, the output sequence started losing its pseudo-random properties. From the other side, the lower the frequency of the output sequence    f  o u t    , the greater the time interval needed to be to determine its statistical characteristics. In this case such an interval should not exceed the repetition period of this sequence. Thus, in principle (theoretically), the original PPSG pulse sequence might conform to the Poisson distribution law for arbitrarily small average values    f  o u t    , however, the sequence repetition period should be of a sufficiently large value. As a limit, if the average value    f  o u t     went to zero, the repetition period should go to infinity.



These statements were practical in nature, satisfied most PPSG applications, and are confirmed below by specific calculations and simulation results. Theoretically, a more general approach to determine the correspondence of the output sequence to the Poisson distribution law could be considered, taking into account the value of the average repetition frequency, repetition period, observation time, and the chosen method of estimating statistical characteristics. However, such an approach needs to be refined to be applied in practice.



Taking into account the above, the average frequency    f  o u t    , the range of its values, and the step change could be calculated theoretically using Equation (3). The real values of these quantities were determined as a result of simulation and/or experimentally.




2.3. Estimation Method for Statistical Characteristics of the Output Signal


This research was carried out using a generalized method of studying the parameters of the output PPSG pulse sequence for compliance with the Poisson distribution law using Pearson’s test [32].



In accordance with the proposed method, the flow of input pulses of the PPSG was divided into n equal groups, each of which consisted of    i  m a x     pulses. The maximum number of groups was    n  m a x    . The groups of input pulses corresponded to the groups of output pulses with the number of pulses    k 1  ,  k 2  , …  k   n  m a x      . The proposed method was based on the classical testing method of the hypothesis of the distribution of the general totality according to Poisson’s law using Pearson’s criterion (   χ 2    criterion) [32,33,34]. In this case, taking into account the specifics of the PPSG construction, the following additions were proposed:




	
we fixed nominal (theoretical) average value of numbers    k 1  ,  k 2  , …  k   n  m a x     −  k c   , regardless of the control code value G;



	
the value    i  m a x     was variable, depended on the value G, and was determined by the equation










   i  m a x   =     10  q   G   k c    .  



(4)







As a result of the application of this method we obtained the value    χ c 2   . According to the tables of critical distribution points of    χ 2    [33,34], according to the selected level of significance  α  (usually  α  is assigned one of the three following values: 0.1; 0.05; 0.01), the number of degrees of freedom k could be obtained using the critical value    χ  c r  2   . If    χ c 2  <  χ  c r  2    there was no reason not to accept the hypothesis that the pulse flux corresponded to the Poisson distribution law.



When determining the statistical characteristics of the PPSG output signal in the range of values of the control code G, it was useful to average the last (current) h values of    χ  c  2   . Obtained by such a way, variable    χ  c a v  2    was comparable with    χ  c r  2   . The averaging of the values    χ c 2    was necessary for a certain “smoothing” of the results. Based on the simulation experience, one could select value   h = 5  , which could be changed if needed for a clearer (more integrated) determination of the control code range G, in which the output pulse sequence corresponded to the Poisson distribution law.



When designing a PPSG, it is also useful to pre-determine the statistical characteristics of the number sequence, in this case at the MAFG output. This could be achieved using standard statistical tests, such as NIST statistical tests [22,23,24,25,26,27,32,35].




2.4. Defining the Limits of the Range of the Control Code Values


Lower    G 1    and upper    G 2    limits of the control code values G, in which the statistical characteristics of the output pulse sequence corresponded to the Poisson distribution law, could be determined based on the following.



The sequence evaluation time should not be longer than its repetition period    T n   . That is, based on the above methodology, the following inequality must be satisfied:


   i  m a x   ⋅  n  m a x   ≤  T n   



(5)







From Equation (4) and inequality (5) we obtain


  G ≥     10  q  ⋅  k c  ⋅  n  m a x      T n     



(6)







This meant that the value    G 1    was the smallest integer number satisfying Inequality (6). As a result of PPSG simulation, it was found that the value    G 2    satisfied the following condition:


  G ≤  G 2  = s ⋅   10  q   



(7)







In this case the value of the coefficient s was determined separately for a concrete number of MAFG decades q, and depended on the initial settings of the registers Rg1–Rg5, the number of involved members of Equation (2) and, under certain conditions, was close to 0.1.





3. Results


3.1. Investigation of the PPSG Based on MAFG When   q = 3  


3.1.1. Determining the Repetition Period of the MAFG


At a fixed number of decades, the MAFG repetition period of a pseudo-random sequence of numbers in its output    T n    and, thus, the repetition period of the pulse sequence in the output of the PPSG, also depended on the number of involved members of Equation (2) and from the initial settings of the registers Rg1–Rg5.



The performed investigations showed that the initial settings of the registers affected the statistical characteristics of the output sequence. The values of these settings obtained as a simulation result, when the statistical characteristics were satisfactory, is shown below.



Dependence of the repetition period    T n    on the used number of members from Equation (2) was significant. Some confirmed results are presented in Table 1, which were obtained for such initial states of registers Rg1–Rg5, correspondingly 1, 0, 0, 0, 0.



Optimization of equation choosing for the output signal LS was a separate partial task requiring additional research. Its solution would also affect the speed of the generator.




3.1.2. Determination of Statistical Characteristics and the Range of Values of the Control Code


Figure 2 illustrates the investigation results of PPSG statistical characteristics based on the MAFG for   q = 3  .



Here the following notations were used:




	
SS_n—value    χ c 2   ;



	
SS_n_pot—the average value of the last five (current) values    χ c 2   —   χ  c a v  2   ;



	
Level—number of values    χ  c a v  2    greater than    χ  c r  2   .








The results were obtained at the following values of the method parameters for evaluating the quality of the pulse sequence:    n  m a x   = 1000  ,    k c  = 10  ,    χ  c r  2  = 25  .



The output signal of the logic circuit of the LS was formed by the following expression:


  a =  (   a   0 0    ⊕  a   0 1    ⊕  a   0 2    ⊕  a   0 3     )  ⊕  (   a   1 0    ⊕  a   1 1    ⊕  a   1 2    ⊕  a   1 3     )  ⊕  (   a   2 0    ⊕  a   2 1    ⊕  a   2 2    ⊕  a   2 3     )   



(8)




as a result of the search for initial states of various variants of registers Rg1–Rg5, it was found that the value of these settings was satisfactory—G, 0, 0, 0, 0, correspondingly. That is, the option in which the initial settings depended on the control code. This was for such initial settings for which results are presented in Figure 2.



Thus, the range of the control code values G −  (  G 1  ÷  G 2  )  , in which the original pulse sequence corresponded to the Poisson distribution law, in this case (when   q = 3  ), was determined by the equation


    G 1  = 1   ,    G 2  = 124   



(9)







In this case, the value    G 1  = 1  , determined as a result of simulation, coincided with the value    G 1   , defined theoretically by the expression (6):


  G ≥     10  q  ⋅  k c  ⋅  n  m a x      T n    =     10  3  ⋅ 10 ⋅   10  3      10  9    =   10   − 2    



(10)









3.2. Dependence of the Average Value of the Output Signal Frequency on the Control Code


This section is divided by subheadings. It should provide a concise and precise description of the experimental results and their interpretation, as well as the experimental conclusions that can be drawn.



Figure 3a illustrates the dependence of the average frequency of the PPSG output pulse sequence on the control code G, while Figure 3b illustrates a fragment of that dependence.



Here solid lines show the dependences obtained by simulation, and dotted lines show theoretical values, calculated on the basis of Equation (3). Solid and dotted lines in Figure 3a almost coincide. To specify the calculations, it was accepted that    f m  = 1000   Hz  . All real dependences were obtained for the condition of formation of the LS output signal correspondingly with logical Equation (8) and explained initial states Rg1–Rg5: G, 0, 0, 0, 0, correspondingly.



Thus, the dependences of the values of the average frequency of the output pulse sequence of the generator from the control code, obtained as a result of simulation, were close to theoretical. That practically allowed the use of Equation (3) while determining the average frequencies of the PPSG output signal.




3.3. Investigation of the PPSG Based on MAFG When   q = 6  


3.3.1. Determining the MAFG Repetition Period


Dependence of the repetition period    T n    on the number of involved members of Equation (2) is presented in Table 2. The following initial states of the registers Rg1–Rg5, correspondingly 1, 0, 0, 0, 0, were obtained.




3.3.2. Determination of Statistical Characteristics and the Range of Values of the Control Code


Investigation results of the PPSG statistical characteristics based on MAFG for   q = 6   are presented in Figure 4.



The results were obtained for the same values of the parameters of the quality assessing method of the pulse sequence, as in the previous case (for   q = 3  ):    n  m a x   = 1000  ,    k c  = 10  ,    χ  c r  2  = 25  .



Output signal of the logic scheme LS was formed according to the following expression:


    a =    (   a   0 0    ⊕  a   0 1    ⊕  a   0 2    ⊕  a   0 3     )  ⊕  (   a   1 0    ⊕  a   1 1    ⊕  a   1 2    ⊕  a   1 3     )  ⊕  (   a   2 0    ⊕  a   2 1    ⊕  a   2 2    ⊕  a   2 3     )  ⊕        (   a   3 0    ⊕  a   3 1    ⊕  a   3 2    ⊕  a   3 3     )  ⊕  (   a   4 0    ⊕  a   4 1    ⊕  a   4 2    ⊕  a   4 3     )  ⊕  (   a   5 0    ⊕  a   5 1    ⊕  a   5 2    ⊕  a   5 3     )     



(11)




where the initial settings of registers Rg1–Rg5 were correspondingly the following: G, 0, 0, 0, 0.



Control code range values G −  (  G 1  ÷  G 2  )  , in which the output pulse sequence corresponded to the Poisson distribution law, in this case (when   q = 6  ), was determined by the following equation.


    G 1  = 1   ,  G 2  = 111010   



(12)







In this case the value    G 1  = 1  , determined as a result of simulation, coincided with the value    G 1   , determined theoretically by Expression (6):


  G ≥     10  q  ⋅  k c  ⋅  n  m a x      T n    =     10  6  ⋅ 10 ⋅   10  3      10   10     =   10  0  .  



(13)









3.4. Dependence of the OUTPUT Signal Frequency Average Value on the Control Code


Figure 5a illustrates the dependence of the output of the PPSG’s pulse sequence average frequency on the control code G, while Figure 5b shows a fragment of this dependence.



Here, similarly to Figure 3, solid lines illustrate the dependences obtained by simulation, and dotted lines illustrate theoretical values, calculated on the basis of Equation (3). Solid and dotted lines in Figure 5a almost coincide. It was accepted that.    f m  = 1000   Hz  . All the real dependences were obtained under the condition of LS output signal formation according to the logic of Equation (11) and the above-justified initial states Rg1–Rg5: G, 0, 0, 0, 0, correspondingly.



The fundamental difference between the dependencies presented in Figure 3 and Figure 5 is that they were obtained using different values for the control code step changing G −   Δ G  : in Figure 3 (for   q = 3  ) when   Δ G = 1  ; while in Figure 5 (for   q = 6  ) when   Δ G = 1000  .



A decrease in value   Δ G   for   q = 6  , led to some ambiguity in establishing the average frequency value of the PPSG output sequence. This is illustrated in Figure 6 where the dependences were similar to the dependences in Figure 5, for   Δ G = 100  .




3.5. Comparing PPSG Characteristics Based on MAFG for   q = 3   and   q = 6  


Increasing the number of decades of the generator could significantly increase the repetition period of the sequence of numbers in the MAFG output and, thus, also the pulse sequence period of the PPSG output. However, this did not lead automatically to an increase in the generator’s “distinguishing ability” concerning the established value of the output sequence average frequency    f  o u t    , which was actually setting the ability to specify the changing step    f  o u t   − Δ  f  o u t    .



The performed research showed that “distinguishing ability”, at a fixed value for the number of decades q, depended on the initial settings of the registers Rg1–Rg5 and on the involved members of Equation (2), which determined the logic of signal generation on the output of the LS scheme. In this case, the statistical characteristics of the original sequence depended on these parameters. Taking into account the above considerations, improving a generator’s “distinguishing ability” could be the subject of a separate study.



As far as increasing the number of decades from   q = 3   to   q = 6  , during the above-mentioned conditions, in fact did not lead to an increase in the PPSG’s “distinguishing ability” (decreasing   Δ  f  o u t    ) and expanded the range    f  o u t    . For future work, it would be worth considering the possibility of the practical use of this generator when   q = 3  .




3.6. Using the PPSG Based on the MAFG When   q = 3  


Figure 7 shows the structural scheme of the device, in which to expand the range of average values of the output frequency, an additional frequency divider FD was introduced.



At the FD output the clock pulse sequence was formed for the PPSG, the frequency of which was determined by the equation


   f m  =    f g     K d     



(14)




where    K d    is the division factor FD and    f g    is the reference generator frequency.



Some generator parameters are presented in the Table 3, of which one is presented in Figure 7, when    f g   = 1 MHz. The PPSG was implemented based on the MAFG for   q = 3  , while its internal parameters corresponded to the above: the output signal of the logic scheme LS was formed by the expression (8), and the initial states of the registers Rg1–Rg5 were G, 0, 0, 0, 0, correspondingly. This allowed us to tell whether the statistical characteristics of the output pulse sequence in the given ranges of values    f  o u t    , corresponded to Poisson’s law of distribution.



The construction of PPSGs based on MAFGs, all elements of which, except those of the LS, work in binary-decimal code, improves significantly the quality of the output sequence. This was confirmed by a generalized technique for studying parameters of the PPSG output pulse sequence for compliance with the Poisson distribution law using the Pearson test. Investigations of the proposed solutions illustrated that the dependences of the average frequency values of the generator’s output pulse sequence from the control code, obtained as a result of simulation, were close to the theoretical ones. It was shown that the number of decades was enough to choose   q = 3  , because greater numbers of decades did not actually lead to an increased “distinguishing ability” for the PPSG; while scheme realization would be more complicated in that case. In order to expand the output frequency average values the introduction of a division factor into the PPSG structural scheme was proposed, which would be divided by the frequency of the reference generator. The question of the selecting number of the equation members to calculate the logical variable a, the value of which was obtained at the LS output, was rather significant. The number of data members of the equation and approaches to their choice significantly affected the size of the repetition period    T n   . Further research is needed in this direction in order to improve the initial characteristics of the PPSG and increase its performance.





4. Discussion


4.1. Structural Scheme of the Simulator for the Authentication Bit Templates and the Principle of Its Operation


Real bit templates of the internal electrical noise of desktop computers (PC), which are calculated according to the normalized autocorrelation function, have a length of 1000 bits and contain approximately the same number of zero bits “0” and single bits “1”. When comparing a pair of real-time templates of one PC, it turns out that they match for most positions. Only a few positions will have inverted bits. The positions of the inverted bits do not match for different pairs of templates. A comparison of the real-time bit noise templates of two different PCs showed much less similarity. The Hamming distances between the noise templates of different PCs were 5–10 times larger than the distances between the real-time noise templates of each PC. The developed Poisson pulse sequence generator made it possible to reproduce these properties.



The generator for   q = 6   and G = 10,000 formed a bit sequence A, which contained mainly zero bits “0”, and the number of single bits “1” for every thousand bits was an average of 10. The positions of the single bits in each fragment of 1000 bits did not match. Therefore, to simulate the real-time templates of the same device, it was advisable to choose the control code of the generator G = 10,000. On average, the Hamming distance between a pair of such fragments will be 20. If at   q = 6   the value of the control code G = 100,000, for the generated sequence B, the number of single bits “1” per thousand bits was on average equal to 100. The Hamming distance between two 1000-bit fragments of sequence B will be on average 200. The formation of fragments of bit sequences A and B is shown in Figure 8.



From the beginning, the generation process was set, so the first 1000 bits were discarded for both sequence A (A0) and sequence B (B0).



A combination (direct sum) of fragments of sequences A and B was used to form bit templates. For each electronic device, a reference template was first created, and the real-time templates were compared with it. To form a reference bit template for electronic device N, there was a need to combine one 1000-bit fragment of sequence B, for example    B N    with one 1000-bit fragment of sequence A, for example    A 1   , Figure 9.



The fragment AM was used instead of    A 1    to form the real-time template M of electronic device N. The bit templates of the electronic device N were calculated by the expression


  B  T N M  =  B N  ⊕  A M  .  



(15)







The structural scheme of the bit template simulator is shown in Figure 10.



The simulator functions were as follows. First, sequences A and B were generated and stored in the memory. To generate them, one could use one PPSG, which was started first with a control code G = 10,000, and then with a control code G = 100,000. Sequences were written to memory. Two PPSGs and two memory blocks were used to illustrate the process of forming and storing the necessary sequences in the scheme of Figure 10. The request Q for the template arrived at the control block, which sent a request to the memory for the required 1000-bit fragments of the    A M    of sequence A and    B N    of sequence B. Fragments    A M    and    B N    arrived at the adder, where the template   B  T N M    was formed.




4.2. Results of the Simulation Experiment


Comparative analysis of the standard template set   B  T J 1    of individual devices J was performed for ten devices. The Hamming distances   H  (  B  T J 1  , B  T I 1   )    between pairs of standard template devices J and I were calculated. The calculated distances led to the following results in Table 4.



The results in Table 4 were obtained for the 90 distances,   I = 1 . . 10 ,    J  = 1 . . 10 , I ≠ J  . Each template was characterized by the template group—standard templates and real-time templates. For successful device authentication distances within each group needed to be significantly lower than the distances between standard templates. To check the adequacy of the proposed simulator model, two types of comparisons should be performed: the first type compares distances inside of the each group (for the each device), while the second one compares distances between different groups (between the different devices).



Simulation experiments were performed to generate templates for two devices, 10 templates for each. The distances between different templates   M ≠ K   of one device N (group H1, intradistances) and distances between different templates   M ≠ K   of two devices   N ≠ L   (group H2, interdistances) were found, only 90 distances for each group. The distances between bit templates were calculated by the following expressions.


   H 1  (  M , N  )  = H  (  B  T N M  , B  T N K   )  ,    H 2  (  M , N  )  = H  (  B  T N M  , B  T L K   )  .   



(16)







The distances for   M = K   corresponded to the comparison of the reference template with itself for the same device and the comparison of the reference templates of two devices, and were not taken into account.



The results of calculations using Expression (16) are presented in Figure 11. The left side of the figure shows the distances between pairs of templates for the same device. (intradistances), whose numbers are indicated by columns and rows. The right side of the figure illustrates the distances between pairs of templates for different devices (interdistances).



The threshold value must be set in such a way to provide reliable authentication. For our calculations, as could be seen from Figure 12, the threshold value needed to exceed the maximum distance value of the intradistance group and be less than the minimum distance value of the interdistance group. In that case FRR and FAR were equal to zero.



The results of calculations of the distance distribution of group H1 for   N = 1   and group H2 for   N = 1  ,   L = 2   are presented in Figure 12 as histograms.



The characteristics of the distance distribution are shown in Table 5.



The distance between the histograms was 150 bits, providing unambiguous authentication between the two devices. The average values were in good agreement with the theoretical estimates.



The repetition period for the developed generator under certain conditions was not less than     10  9    (Table 2). This allowed the estimation of the possible number of authenticated devices, which was determined by the repetition period and the length of the fragments of the sequence B, which was 106. The same estimate was valid for the number of authentication requests for each of the devices. These estimates determined the class of tasks for which the proposed model could be applied. For example, it could be a large enough network with up to a million devices. If you accept the service life of each device as 10 years, then such a device could be authenticated up to 250 times a day.



Let us compare the obtained simulation results with the existing practice, which uses authentication by internal electrical noise [8]. For comparison, the following parameters were selected: authentication reliability, the number of devices in the corporate network that could be simultaneously authenticated, the bit template calculation time. The results are presented in the Table 6.



As can be seen, the proposed method in the article provided better performance compared to the practice of authentication by internal electrical noise.





5. Conclusions


As a result of this research we executed the modeling of bit templates for information-processing electronic device authentication on the basis of the pulse Poisson sequences generator. For the purposes of the study, the Poisson pulse sequence generator was developed based on a modified additive Fibonacci generator. The developed generator had improved statistical characteristics for the output pulse sequence and expanded capabilities for solving specific practical problems.



The proposed simulator scheme contained two generators. The generator for the value of the control code G = 10,000 formed a bit sequence A, fragments of which had properties of the real-time templates of each device. The generator for the value of the control code G = 100,000 formed a bit sequence B, fragments of which reflected the difference between the series of real-time templates of different devices. In the bit template of the device, these properties were preserved by applying the action of the direct sum of fragments of sequences A and B.



An imitation experiment to generate templates for two devices confirmed the effectiveness of the proposed simulator. The properties of the generated bit templates allowed them to be used for the purpose of unambiguous authentication of information-processing electronic devices.



Further research will focus on protecting such bit templates from a variety of attacks. From the authors’ point of view, the direction of detecting acoustic traps in speech recognition systems is also promising for the application of Poisson pulse sequence generators [36,37].
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Figure 1. PPSG structural scheme based on MAFG. 
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Figure 2. PPSG statistical characteristics based on MAFG    (  q = 3  )   : (a) the value    χ c 2   ; (b) the average value of the last five (current) values    χ c 2  −  χ  c a v  2   ; (c) number of values    χ  c a v  2    greater than    χ  c r  2   . G—control code value. 
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Figure 3. The value of the average frequency of the PPSG output signal based on MAFG    (  q = 3  )    when   Δ G = 1  : (a) the dependence of the average frequency on the control code G; (b) the fragment of that dependence. G—control code value. 
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Figure 4. PPSG statistical characteristics based on MAFG    (  q = 6  )   : (a) the value    χ c 2   ; (b) the average value of the last five (current) values    χ c 2  −  χ  c a v  2   ; (c) number of values    χ  c a v  2    greater than    χ  c r  2   . G—control code value. 
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Figure 5. Output signal average frequency of the PPSG based on MAFG    (  q = 6  )   , when   Δ G = 1000  : (a) the dependence of the average frequency on the control code G; (b) the fragment of that dependence. G—control code value. 
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Figure 6. Output signal average frequency of the PPSG based on MAFG    (  q = 6  )   , when   Δ G = 100  : (a) the dependence of the average frequency on the control code G; (b) the fragment of that dependence. G—control code value. 
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Figure 7. Structural scheme of the Poisson pulse sequence generator with an extended range of average values in the output frequency. 
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Figure 8. Derivation of groups A and B of bit sequences with a length of 1000 bits for the subsequent formation of bit templates. 
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Figure 9. Formation of reference and real-time templates by two simulators,    t i    is the time of template formation. 
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Figure 10. The structural scheme of the bit template simulator based on the PPSG. 
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Figure 11. Distances between pairs of templates of the same device (top) and two different devices (bottom). 
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Figure 12. Histograms of the distance distribution between bit templates of one device (intradistances) and two devices (interdistances). 
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Table 1. Dependence    T n    on output signal a of the logical scheme LS,   q = 3  .






Table 1. Dependence    T n    on output signal a of the logical scheme LS,   q = 3  .





	a
	Tn





	   a = 0   
	18,599



	   a =  a   0 0      
	18,599



	   a =  a   0 0    ⊕  a   0 1      
	103,404,839



	   a =  a   0 0    ⊕  a   0 1    ⊕  a   0 2      
	4,348,679



	   a =  a   0 0    ⊕  a   0 1    ⊕  a   0 2    ⊕  a   0 3      
	20,121,479



	   a =  a   0 0    ⊕  a   0 1    ⊕  a   0 2    ⊕  a   0 3    ⊕  a   1 0      
	   >   10  9    



	   a =  (   a   0 0    ⊕  a   0 1    ⊕  a   0 2    ⊕  a   0 3     )  ⊕  (   a   1 0    ⊕  a   1 1    ⊕  a   1 2    ⊕  a   1 3     )  ⊕  (   a   2 0    ⊕  a   2 1    ⊕  a   2 2    ⊕  a   2 3     )    
	   >   10  9    
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Table 2. Dependence of    T n    on the output signal a of a logical scheme LS    (  q = 6  )   .
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	a
	Tn





	   a = 0   
	9,255,555



	   a =  a   0 0      
	4,649,999



	   a =  a   0 0    ⊕  a   0 1      
	   >   10  9    



	   a =  a   0 0    ⊕  a   0 1    ⊕  a   0 2      
	   >   10  9    



	   a =  a   0 0    ⊕  a   0 1    ⊕  a   0 2    ⊕  a   0 3      
	   >   10  9    



	   a =  a   0 0    ⊕  a   0 1    ⊕  a   0 2    ⊕  a   0 3    ⊕  a   1 0      
	   >   10  9    



	     a =    (   a   0 0    ⊕  a   0 1    ⊕  a   0 2    ⊕  a   0 3     )  ⊕  (   a   1 0    ⊕  a   1 1    ⊕  a   1 2    ⊕  a   1 3     )  ⊕  (   a   2 0    ⊕  a   2 1    ⊕  a   2 2    ⊕  a   2 3     )  ⊕        (   a   3 0    ⊕  a   3 1    ⊕  a   3 2    ⊕  a   3 3     )  ⊕  (   a   4 0    ⊕  a   4 1    ⊕  a   4 2    ⊕  a   4 3     )  ⊕  (   a   5 0    ⊕  a   5 1    ⊕  a   5 2    ⊕  a   5 3     )      
	   >   10   10     
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Table 3. PPSG parameters with additional FD.
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	Kd
	fm [Hz]
	G
	fout [Hz]
	Δfout [Hz]





	1
	1,000,000
	1
	1000
	1000



	
	
	2
	2000
	



	
	
	…
	…
	



	
	
	100
	10,000
	



	10
	100,000
	1
	100
	100



	
	
	2
	200
	



	
	
	…
	…
	



	
	
	100
	10,000
	



	100
	10,000
	1
	10
	10



	
	
	2
	20
	



	
	
	…
	…
	



	
	
	100
	1000
	



	1000
	1000
	1
	1
	1



	
	
	2
	2
	



	
	
	…
	…
	



	
	
	100
	100
	



	10,000
	100
	1
	0.1
	0.1



	
	
	2
	0.2
	



	
	
	…
	…
	



	
	
	100
	10
	



	100,000
	10
	1
	0.01
	0.01



	
	
	2
	0.02
	



	
	
	…
	…
	



	
	
	100
	1
	



	1,000,000
	1
	1
	0.001
	0.1



	
	
	2
	0.002
	



	
	
	…
	…
	



	
	
	100
	0.1
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Table 4. The characteristics of the distance distribution between standard templates.
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	Average Value
	Standard Deviation
	Minimum Value
	Maximum Value





	184
	10
	165
	205
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Table 5. The characteristics of the distance distribution.
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	Distribution
	Average Value
	Standard Deviation
	Minimum Value
	Maximum Value





	Intradistances
	23
	6
	12
	39



	Interdistances
	205
	5
	189
	215
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Table 6. Comparison results by efficiency parameters.
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	Method
	Reliability
	Number of Devices
	Measuring Time, s





	Internal electric noises
	98.6
	175
	2



	Simulator based on a PPSG
	100
	1,000,000
	-
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